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10.1 Introduction

Example: Clinical Trial. Consider a clinical trial in which a patient can
be in one of several states when being followed in time; i.e.

Initial State

Partial Remission

Complete Remission

Progressive Disease

Relapse

Death
Death
Relapse
Remission
Initial State




Example: ldealized Natural History(Chronic Disease)

So: Disease Free

Sp: Pre-clinical disease

S.. Clinical disease
Sg41: Death with disease

S,o. Death without disease

So — Sp

|
Sa2




Example: Early Detection (Progressive Disease Model)

So — S, — Sc

S. (Clinical Disease)
S, (Pre-clinical Disease)

Sy (Disease Free)

Ex. Infectious Disease

So : Disease free S;: Infectious Disease

So «— 571




Example: AIDS

So: Disease Free; Sg: HIV Positive; Sg: Remission

S AIDS; Sp: Death

t = 0 corresponds to beginning of observation period.

Note person was in S before beginning of observation period.
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Attime t, X () is defined as the state of the system. X (¢) is right
continuous, I.e.

X(t)=1lim X(t+¢€)fore>0

Also note that the system has an embedded Markov Chain with possible
transition probabilities P = (p;;). We will take p;; = 0 for transient
states.

The system starts in a state X (0), stays there for a length of time, moves
to another state, stays there for a length of time, etc. This system or
process is called a Semi-Markov Process.
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10.2 Theoretical Developments

Consider process as having n transient states and m absorbing states

X, : state at nt” transition
X (t): state attime ¢

T, :  Sojourn time for nt" transition

History of process
H, = {X()atO;Xlatl; R 7Xn7tn}

Problems

Probability distribution of reaching a state
Probability distribution of returning to state
Probability distribution of time in state

First passage time probabilities, etc.
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Assume:

P{X, =j, t <Tp <t+At|H, 1} = P{X, = j, t < T, < t+A#|X_1

Joint probability depends on History only through previous state

rii(8) = lim P(X,=jt<T, <t+At|X,,_1=1)
“J At—0 At
Since 7;;(t) does not depend on n (n" transition) the process is time
homogeneous.

Pij :/ mij(t)dt = P{X,, = j|Xs—1 =i} i # j, where p; =0
0

{X,,n >0} form a Markov chain

P{t <T, <t+At| X, =7, Xn_
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qi;(t) : pdf of sojourn time in state 5 conditional on coming from state <.

7'('1']' (t)dt = pq;jqz-j (t)dt

mi;(t) = pijqi; (1)

qi; (t) is a pdf of time spent in j conditional on previous transition being
in <. ¢;;(t) may be defined by:

qij(t) = q;(1)
G (t) = qi(t)
q

qij (1) = q(t)

If ¢;;(t) = \;;e it the stochastic process is called a Markov Process.
Many authors define a Markov Process when \;; = ;.




Remark: Sojourn time in state depends on current and previous state.
Note: Two Time Scales — Internal Time and External Time.

External Time: Time leaving or entering state

Internal Time: Time in a state or time to return to state
Def.
w;; (t)dt = P{system leave state j during (¢,¢ + dt)| Xo =1}

w;,; (t) is defined by external time

T
N;;(T) = / w;; (t)dt = Expected no. of times system leaves state
0

4 conditional on Xy = 7 over (0, 7))
Nij = lim Ny;(t)
= Expected no. of times system leaves state j over [0, co)
conditional on Xy = .
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Definition:

¢oi(t): pdf of time spent in the initial state X = s

qi;(t): pdf of time spent in state j conditional on coming from state <.

Qoz’(t> = P{TO > thO = ’L} = /too Qmj<x)d33

Qij(t) = P{T, > t,xp, = jlxo =i} = / Gij(x)dx
t

Def.. U;;(t) = P{system in state j at time ¢t| Xy = i}

U,;(t) is a function of external time; g,;(t), ¢i;(t) are functions of
Internal time.
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A. Flndlng Uij (t)

Suppose xg = j. Then to be in 5 at time ¢ either:

(a) system never left xg = j

Uii(t) = 0iUi5(t) = Qoi(t)di;

or

(b) system left state £ at time 7 (w; (7)), entered state j (py;) and stayed
at least (¢ — 7) units of time Qy; (t — 7); 1., w;r(7)dTPi,; Qr; (t — 7).
Then integrate over possible values of 7 (0, ) and sum over all transient
states

Zpk]/ wzk ng (t — T)dT
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Since (a) and (b) describe mutually exclusive events

’L] + Zpk]/ wzkz ij (t _ T)d

1,7=1,2,....n

Taking LaPlace Transforms

Uz*j (S) — 51] + Zpk:j ng )

fori,7 =1,2,...,n (only over transient states)
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B. Finding w;;(t)dt

If zo = j then to leave state j in interval (¢,¢ + dt) either:
(a) system never left state 7 before time ¢ and emerged for first time at
(t,t +dt);ie. P{t <Ty <t+dtlxg =7}
Wis (t) — 57;jwz-j (t) — (o4 (t)dt5ij
or

(b) system leaves state & at time 7 (w; (7)d); enters state j (py,) and
stays there for (¢t — 7,¢t — 7 + dt) time units (g, (¢t — 7)dt). Hence

n t
W4 (t)dt — (o4 (t)dtdij + Z pkj/ Wik (T)qkj (t — T)det
k=1, k#j 0
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n

w0 = an(®8 + 3 e [ winlraws (0= 7)dr

k=1

1,7=1,2,....n

Taking Laplace Transforms

w;kj( ) — qoz ’LJ + Zpk]

i,j:1,2,...,n

Remark: The equations in the time domain are two sets of coupled

Integral equations. However in the S domain, we have two sets of linear
equations.

360



C. Marginal Probabilities

() Usi(t) = 6;Qui(t) / Wi (7) Qs (t — 7)dr

(2) w'L]( — 51]Q0@ + Zpkj/ wzk C]]gj (t — T)dT

1,7 =1,2,...,n (Transient states only)

Suppose a; = P{Xy = i}. Then we can find

iUij(t .
2 iU (1) 1 Marginal

1=1
n

Zaiwz’j (1) Probabilities

1=1
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Multiplying (1) by a; and summing over ¢

Z5z]aonz + Zpk:j / Qk:j (t _ T)d

Since Z(Sija/iQoi(t) = a;Q0;(t)
1=1

Uj (t) — anog + Zpk]/ ij (t — T)dT ] — 1 2

Similarly
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Considern =3 and 7 = 2

1 (s)

w;
_w.

;,k3(5) 403 s)

(s).
P21951(8) D31G31
P12472(8) 0 P32G3

_p13C]>1k3(3> P23953(5) 0

3 * *
23:1 pjlqj1(3>w2j(3)
>k 3 k k
qo2(8) + Zj:l pj2qj2(5)w2j (s)
3 * *
23:1 ijst(S)w2j(5)

Similarly | U; = D(Q})e; + * w?
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D. Matrix Relations and Solutions

Consider the S - domain equations:




Define:
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0 Expected no. of visits to j
/ Wy (t)dt — P /
0

conditional on g = 4
putting s =01in: w;, D(q}), N*
w; (0) = N*(0)e; as ¢p;(0) =1, N*(0)= (I - P')~"

1
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Define

mean number of times j is visited where zy = ¢

column vector of zeros except the it element is unity
(I-PH"

1
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D(Qp)e; + @ wf, O (py Q3 (s))
D(Qy)e: + @ N*D(g5 e

U = [D(Q5) + " N*D(gg)]e;

Recall: U7 (s) =/O Usi(t)e * dt

U;;(0) = / U,;(t)dt = mean time spent in j conditional on X, = ¢

= (pijmi;), where m;; is mean of g;;(¢).

368



EX. n=3, Xg=2, ea=(010)
Us (0) = [D(mqg) + @ (0)N*(0)]e2

Uz, (0)
Uz, (0)
U35(0).

P12M12

| P131M13

N1 Noj
Nia2  Nao
Ni3  Nag

D231 23

N31
N3
N33
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P31M31

P321M32




~Mmean time in state ] = 1,2,3

starting from X, = 2
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Interpretation

3
U3,(0) = ) pjimj1Na; = mean time spent in state 1 if X, = 2.
j=1
mj1Na; (meantime in 1 coming from j)
x (Expected no. of visits from 2 to j5)
pjim;1No; = E|Total no. of visits to j starting from state 2]
x Probability {j — 1}

x mean time in state 1 coming from j

3
U3,(0) = mo2 + Y _pjam;jaNa;
j=1

Note additional term because Xy = 2.
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Homework

Consider the 3 state model with transition probabilities

0 o 11—«

g0 1-p

0 0 1

States 1 and 2 are transient states and state 3 is an absorbing state.

Define qij (t) = q; (t) — )\je_kjt

Find Uij(t) and wz-j(t) for 1,7 =1,2.
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E. Matrix Note

All results depended on the inversion of [ — wjjf (s)]. Does inverse exist?

Consider matrix (n x n) A.

L, =IT—-A)T+A+A%+. . + A
=(I+A+.. . +A"H—(A+A°+.. . +A")=]—-A"

If A" w0asn—oco=L,—Tand(I—-A)t'=T+A+A*+...
exists.

/

Now consider (I —7* ), 7" = (7};) = (pi;q;;(8))

©.@)
since a7,(5) = | ¢ ay(dt, lay(=) <1 il < p
0

But P" = (p,gb)) — 0 asn — 0 as there exists at least one absorbing
state and with prob = 1, system will eventually be in absorbing state.
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10.3 Simplified Model

Suppose ¢;;(t) = q;(t) and qo;(t) = q(j(¢); i.e. sojourn time only
depends on the state process is in. Then

mij(t) = pijqij(t) = pijq;(t)

Di;(t) = pijQij(t) = piQ;(t)

0 P12q2(t)  p13g3(t)
P2141 (t) 0 P2343 (t)

P (1) Pn2qa(t)

374



m(t) = PD(q), D(q) =

and 7* = PD(q*)

Similarly ®(¢) = PD(Q), ®*(s) = PD(Q*)
™™ =PD(¢"), @*=PD(Q")
D(q5) = D(q*), D(Qg)=D(Q")

Since w} = (I — 7" )~'D(q})e;

we can write

w! = [I - D(¢")P'] "' D(q")e;
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Consider
I — D(¢*)P'|"'D(¢q*) =[I+DP + (DP)?+...]1D

=D[I+PD+(P'D)+...]
= D*(¢*)[I — P'D(g*)]™"

M* =[I—P'D(g")]"!

Similarly

U = D(Q))e; + @ w]

= D(Q%)e; + D(Q*)P'D(q*)M*e;
D(QY)T + P'D(g )M,
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Ui = D@+ P'D(q")M*|e;
where M* =[I— P'D(q*)]"!
But P'DM* = P'D[I—P'D|"'=PD[I+PD+(PD)?+...]

P'DM* =P'D+ (P'D2+ (P'D]®+...

=[[-PD'—-I=M*"—1

Ur = D(Q)* M*e;

1

. When the sojourn time only depends on the state the process is in we
also have
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Then w;(0) = (I — P') " te; =
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First Passage Time Problems

A. Time from Xy = ¢ to being absorbed

To simplify the problem, suppose that there is only one absorbing state
whichisn + 1.

Define T; = random variable to Absorption conditional on X, = 7.

Gi(t) = P{T; > t|Xo = i} = P{Tx, > t| X, = i}

Ui n+1(t) = Prob. system is in state n + 1 at time ¢.

1 — U; pn41(t) = Prob. systemisnotin (n+ 1) at ¢

—= Gz(t) =1 7, n—|—1 ZUzk

zn:Uz'k(t) + U nt1(t) =1
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Since G:(0) =

But we had found

U(0) = meantime in j starting from Xq = i

mn
= 0;;Mo; + E PrjMik;i Nik
k=1

n

mn
G (0) = Z PrjMi; Nik + Mg
j=1k=1
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If mg; = My,

Recall

or equivalently
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B. Variance of Time to Absorption

Z = P{T; > t|Xo =i}

If g;(¢) is pdf of time to Absorption with X, = ¢, we know that

1 —11—smy fmz

S

dG; (8))

and taking s =0 = Mg = —2 (

. 2
. Varl; =mo —mj =

. . dG
We have found G (0), it is only necessary to find —2 C; *) evaluated at
s =10
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To simplify problem we will consider the special case

mkj — mj, moj — mj

Then
Ur=DQ")M*e;, M*=|[I— P’D(q*)]—1

dU d dM*
- =-2—D(Q")M"e; —2D(Q"
ds ds (@7)M7e (@) ds

dO*
Recall —2 ;(5)
ds

—2 €;

=second moment of ¢;(t) = (67 +m3),s =0

2 2
o1 +mj

ag—l—m%




*

dM . 1
To evaluate T consider M*M* =1
S

dM* _1 d 1
M* M*—M* =0
ds + ds

dM™*
ds

_M* (i M*_l) M*
ds

ds

. o M=
Since M*  =1—- P'D(q"), (d ) = +P'D(m)
s=0

dM* d -1
=-M"—M" M~
ds (ds )

and setting s =0

(%) == P) D)1~ P = NP D(m)N
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dM*
ds

— 2
ds

[—ziD(Q*)M*, —2D(Q") €;
Setting s =0

[D(0% +m?)N + 2D(m)NP'D(m)Nle;

[D(0? +m?) + 2D(m)NP'D(m)]N;

N
Also GF(0) =) US(0) =Y Nim; = N/m
1
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as NP =([—P)'PP=P +P +...=N—-1

. VarTy =) o7Nij+ Y m3N;j+2m/[N —I1D(m)N; —m/N;Njm
J

Simplifying m/[N — I|D(m)N;
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3
—m/'N;N/m

j O'JzNij + m’[QN — I]D(N@)m — m’NZNz’m
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C. Time to go from any state 5 to being absorbed conditional on Xy = ¢

Earlier we had found the prob. distribution of being absorbed starting out
from X, = ¢ at time 0.

Now we wish to generalize the result of finding the time to Absorption for
an arbitrary state 5 with Xy = 1.

Define

gin+1(t) = g;(t) = pdf of time to being absorbed beginning with the
time the system enters state ;.
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There are two ways of going from 5 to the absorbing state n + 1; I.e.

(a) The state after j is the absorbing state. Hence the time to being
absorbed is T'; (time spent in j), or

(b) The state after j is another transient state  and the time to being
absorbed is T%; + 15 ,,+1 Where T}, Is the time to Absorption from
state r.

Assume that the state prior to entering state j is state k.

9jn+1 (t) = gj (t)

— Zkaij pj n+1 + Z Zpk] / ij pjrgr(t — )dT

k=1r=1

95 (t) = Pjn+14;(t) + Zpﬂ“/ 7)gr(t —T)dT
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k=1

Note that before entering j the process was In state k. Thus the pdf of the
stay in j is qx;(t). However it came from state &£ with prob. py;. Itis also
necessary to sum over all possible values of £. This leads to the marginal
distribution ¢; (?).

Taking LaPlace Transforms results in

95 (s) = pjmerq () + Y _pind} (s)gi(s)
r=1

for 7 =1,... n.
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Substituting p; p41 =1 — E p;r, SUbtracting 1 from both sides and
r=1
multiplying by 1/s results in

S - +q3 Z( )pﬁ“

r=1

J(S) ) + qJ ZpJTG*

where we have written G7(s) for G7 ,, (s)
Writing G, = (G7(s),G5, ..., G} (s))" we have
Gy =Q" +D(q")PG; | or [I—-D(q")P|G; 1 =Q"
Earlier we had defined M* = [I — P'D(q*)]™*
Giir =~ D(q")PI7'Q" = M" Q"
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e =M"Q*|, M" =I[I-D(g)P]"!

Since m, ,4+1 = Mean time to go from ;5 to absorbing state we can write

n1(0) =mupr = = P)"'m

/
where my, 1 = (M1 41, M2,n415- - > Mnnt1)
and m = (my,ma, ... ,My).

Furthermore (I — P)~* = (NV;;) = (Expected no. of visits from i to 5 ).
Therefore

The variance of the time to be absorbed from 5 can be found from

dG* /D
—2< ds )SZO—G (O)
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D. First passage time to go from X = ¢ to an arbitrary Absorption state

Consider n transient states and m absorbing states. The transient states
will be written as the first n states. Assume Xy = ¢ and it is desired to
find the first passage time starting from X = ¢ to being absorbed by state
r, conditional on reaching state r.

Define
f;r = Prob. of being absorbed by state r

conditional on Xy = i

mn
fir = pir + sz'jpjr + Zpikpkjpjr + Zpupmpkjpjr
' ' 35kl

Jj=1 7,k
2 3
J J J
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mn
2 3
= Dir T Zpijpjr + sz(-j)pjr + Zpgj)pjr + ...
j=1 j j
where p( ™) — Prob. of i — 4 In m steps
p,fj ™) is g . 7" element of P™.

17“7f27“7"‘ 7fn7")/

R = Pir,P2r, - .. 7pn'r),
P= (pij) ©,j=1,2,...,n
fr= R+PR+P°R+...=[I+P+P?*+...)R

Henceif f, = (
(

mn
Le. fir = ZNijpjr
=1

—e(I-P) 'R=RI-P)!
GQ(I—P)_l — (NilaNi27"° 7sz)
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Define

gir(t) : pdf of time to being absorbed in state » with X, = 4,

and conditional on being absorbed in state 7.

gir(t) = szj (O)pjr/ fir = wi(t)R/ fir

where  w;(t) = (wsi(t), wia(t), ... , win(t))
R = (plfmp2R7"' 7p’l”b7“)/

9ir(8) = wi(s) R/ fir =| R'w}(s)/ fir

R'w}
Note: ¢7.(0) = /L;’
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E. Other First Passage Time Problems

1. Suppose 7,5 € T (I'= Transient States)

Define 7" = (n — 1) transient states omitting j. A is set of absorbing
states.

Jij Prob. of « — j (Probability of eventually reaching j from i)
fij pij + Zpikpkj + Z PikPriDlj + - - .

kel k,leT”’

Partition the transition matrix P

7 A

o o' = (p1j, P25, s Dnj)
0 omit p;;

0 8" = (pj1.pj2; - - s Djn)
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Define e/ = (n — 1) x 1 vector with 4 in the i place and 0's

everywhere else.
_
pij — 6,6-04

fij ela+ e/ Pa+ e, P2a+ ...

Z Wik (0)Pkj/ fij

keT”
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2. First passage time to return to j

g55(t) = > wik(t)prs/ fi;

keT’

fi; = Prob. of visiting j after initial visit

fiz = ijk:pkj + Z PikPkiPl; + - ..
keT’ k,l,eT’

= Fat FPat FPa+ .= F(I-P) o
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10.5 Alternate Model: Semi-Markov Il

Suppose time in state depends on current state and the next state. Our
models up to now have assumed time in state depends on current state and
state before current state; I.e.

Pt <Tx, <t+dt,X, =j|Xn-1=1}=m;(t)dt.
Now assume

P{t <Tx, <t+dt,Xpny1 =7 X, =1} =m;(t)dt

Pt <Tx, <t+dt|X,=1X,41=7}=q;(t)dt

mii(t) = pijqis(t)

qi; (t): refers to the pdf of time in ¢ where j is the next transition.
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Suppose X = 4. If next state is k, then time spent in 7 is qf,?( t) where
the (0) indicates the initial state with probabiblity p;.

Define U;;(t), w;;(t) as before where i, 5 € Transient states.

o o]

+ZZ/ Wik (T)Pr; Qi1 (t — T)pjdT

k=11l=1

Initial state Xy =i: If j =4,0;; = 1 and QY, (¢) where k is next state
with Prob. = p;y..

Other: At time ¢, system is in state 5. Hence at time < ¢, it entered 5 from

a state k and left state k at time 7(7 < t). Also the state after j is [ with
Prob. pj|-
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Define

These are same equations as our other model except the sojourn time need
only be marginal distributions.

Taking LaPlace Transforms

U:}( s) = 0i;Qjp(s) + Q* Zpkj Wi (
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Similarly we have
wi;(t) =

resulting in

wzg (S) — 5ijqu) + q] Zpkj Zk

Hence in matrix notation

wi = D(q5)es + D(q") P'w}

1

[l = D(q") P'Jwi = D(qp)e

w; = N*"D(q5)e;), N*=[I—D(q") P!
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5(5) = 645Qi(5) + Q5 (5) Y _prjwi(s)
k=1

or in matrix notation | U* = D(Q})e; + D(Q*)P'w?

Substituting for w*
U = D(Qq)e; + D(Q)P'N*D(qq)e;

Now i Q3 (s) = Q3 (s)
Us = [D(Q)+ D(Q*)P'N*D(q")]e;

1

Ur = D(Q*)[I + P'N*D(q*)le;

1




P'[I + DP' + (DP")?+...1D
PD+(P'D?+...=(I-PD)'—T=M"—1

U= D(Q*M*e;, M*=[I—- P D(q*)]*

1

U = D(Q*)M*e; |, M*=[I - P'D(¢g")]"

1

wf = N*D(q3)ei |, N*=[I—D(¢")P']"

Consider
N*D =[I+DP'+(DP)*+...]D
=D[I+P'D+...]=DI - P'D)!
N*D(q*) = D(q*)M*

Therefore - ' when qg; = q;
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