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Abstract

This paper focuses on three axes. The first axis gives a survey of the importance of corpora
in language studies e.g. lexicography, grammar, semantics, Natural Language Processing and
other areas. The second axis demonstrates how the Arabic language lacks textual resources,
such as corpora and tools for corpus analysis and the effected of this lack on the quality of
Arabic language applications. There are rarely successful trialsin compiling Arabic corpora,
therefore, the third axis presents the technical design of the International Corpus of Arabic
(ICA), a newly established representative corpus of Arabic that isintended to cover the Arabic
language as being used all over the Arab world. The corpus is planned to support various
Arabic studies that depends on authentic data, in addition to building Arabic Natural
Language Processing Applications.

1 Introduction

There are two points of view about the neadctwrpora. The first one says that
there can not be any corpora, however large, thatiaa information about all of the
areas of any language lexicon and grammar of #mgjuage. The second point of view
is that every corpus, however small, has taughtpdson facts that could not be
imagined finding out about in any other way.

A number of large corpora have been assembléke last few years, but the idea
itself is not new. It can be traced back to then@er linguist Kading, who in 1897
used a large corpus of German - 11 million wordls eollate frequency distributions
of letters and sequences of letters. This corpysijZe alone, is impressive for its time,
and compares favourably with more modern corporeEiMery and Wilson, 1996). In
the late 20th century, there were attempts to dgvel number of large corpora of
language which can be electronically searchedysaghs of the modern era of corpus
linguistics are dated by McEnery and Wilson (1986m 1960 when Quirk (1960)
planned and implemented his ambitious Survey ofieimdgJsage (SEU). At the same
time, Francis and Kucera began compiling the Bra@erpus, which was developed
over the following two decades. In 1975 Jan Sviibédgan extending the work of the
SEU and the Brown corpus to construct the LondoneLworpus. In 1994 the
Cambridge and Nottingham Corpus of Discourse inliEhgCancode) began, funded
by Clambridge University Press and presently coat&imillion words of transcribed
data.

In section 2, the roles which corpora can ptay number of different fields of
study related to language are discussed. The iscois the conceptual issues of why

! http://www.brown.uk.com/teaching/city/datadriverf.pd



corpus data are important to these areas, and Ilhey ¢tan contribute to the
advancement of knowledge in each, providing reahgdes of corpus use. In section
3, the previous trials to building Arabic corporadahe goal of building those corpora
are discussed. Also, the advantages and disadeantagthose corpora and tools
which are built to analyze those corpora are maestio According to previous
sections, it is found that there is an urgent rfeethaving a real Arabic corpus, which
is discussed in section 4. The focus will be on liiternational Corpus of Arabic
(ICA), its goal and its design and compilation. t8et 5 explains the ICA Software
program; as ICA would be used in various Arabicglaage studies, a software
application were build to be used for that purpose.

2 Applications of corpora in language research

The importance of corpora to language andulstgs studies is aligned to the
importance of empirical data. Empirical data enable linguist to make objective
statements, rather than those which are subjedivieased upon the individual's own
internalized cognitive perception of language. Asguage and linguistics studies
cannot rely on intuition or small samples of langgiathey require empirical analysis
of large database of texts as in the corpus-bgseeach. Corpus-based methods can
be used to study a wide variety of topics withimgliistics. Because Corpora consist of
texts, they enable the linguists to contextualimgsrtanalyses of language; corpora are
very well suited to more functionally based disomss of language and linguistics.
Modern computers have made it possible to storargelnumber of texts and to
analyze a large number of linguistic features osthtexts.

However, Linguists of all persuasions havecalered that corpora can be very
useful resources for pursuing various resourcesestarch agendas. Due to the
importance of corpus in language and linguisticigs, as mentioned in the previous
paragraphs, the next five sections will clarifynito five points; the need for corpus in
lexicography, grammar, semantics, natural Languageessing and other language
studies.

2.1 Corpus in Lexicography

Lexicography research investigated the meanisgggonyms and the use of words.
In more recent times, such investigations were reldd using corpus-based
techniques to study the ways that words are useidering issues such as:

* How common are different words?

* How common are the different senses for a giverd®or

* Do words have systematic associations with otheds®

* Do words have systematic associations with pagragisters or dialects?

By consulting a corpus, the lexicographer banmore confident that the results
obtained reflect the actual meaning of a particward more accurately. Because
corpus data contains a rich amount of textual médron - regional variety, author,
date, genre, part-of-speech tags, etc., it is etsie down usages of particular words
or phrases as being typical of particular regiorsleties, genres and so on. Modern
dictionaries depend on corpora of different sized &pes for frequency listings,
concordances and collocations, illustrative sergsrand grammatical information. If
corpora are not representative of the differenglege usages of a speech community,



they may prove to be unreliable sources of lexiapc information. Corpora have
changed the way in which linguists can look at leage.

The open-ended (monitor) corpus has its gseaide in dictionary building as it
enables lexicographers to keep on top of new wendisring the language, or existing
words changing their meanings because it is aayregflecting the actual meaning
of a particular word. However, finite corpora alsave an important role in lexical
studies - in the area of quantification a lingugio has access to a machine readable
corpus can call up all the examples of a word aagd from many millions of words
of text in a few seconds. Dictionaries can be peceduand revised much more quickly
than before, thus providing up-to-date informatabout language. Also, definitions
can be more complete and precise since a largebeuwf natural examples are
examined.

2.1.1 Examples from Arabic show the need for Corpum lexicography:

A. Investigating word meanings:

One of the advantages of corpus-based reseatbhtithe corpus can be used to
show all the contexts in which a word occurs. bassible to identify the different
meanings associated with a word, due to one worg hae more than one
meaning in different contexts, by using corpus tkiisd of ambiguity can be
authentically detected. Table 1 shows the Arabicdwie-" which has 3 meaning
as a noun:

Word meaning Sentence

core Claal) clf 4 jas )
heart Cside culf ddae 5 5al Y
center, middle slacdl ouff 8 el CuilS

Table 1: The meanings of&" as a noun.

B. Investigating word frequency:

In the first step in understanding the patteingse associated with a word, some
guestions should be answered like: which words taee most common in a
language? Which are uncommon? Where does a partioubrd fit on the
continuum of very common to very uncommon? In ditak Arabic telephone
speech corpus a list of high-frequency colloquiatdg has been madelso, in
Lob corpus a list of words frequency has been niBder et al.'s 1998).

C. Investigating the variations in lexical category:

In this section, the frequency of a word as xchd category (noun, verb,
adjective, etc.) has been investigated; due toaif found one word has more than
lexical category in different contexts as showiainle 2.

Word meaning Word Category Sentence
Ain Proper-Noun el Cp daala )
wellspring Noun slall gpe Y
eye Noun gdyl cwe Y
delimitate/be delimitate Verb/passive Verb | | —)s gpmme ¢
Al

Table 2: The lexical categories dfce=" word.

2 http://papers.ldc.upenn.edu/NEMLAR2004/Dialectabiic-telephone-speech-
corpus.ppt#304,23,MSA-based orthography



D. Investigating the use of synonyms:

Languages have many words that are considgrezhgmous. Through corpus,
the researchers can easily know synonyms of a wbedfrequency of each word
of those synonyms and which one of them is morencom

E. The word form according to its case:

As the form of some Arabic words may changeoeting to their case modes
(nominative, accusative or genitive), corpus ermlthe researchers to know the
variations which happen to words. For instance Afmabic word 'Cs: r»asl"
changes according to its case as Table 3 shows:

Case Arabic Word
Nominative Oyl
Accusative/genitive O padl

Table 3: The different cases 6fs =",

2.1.2 Examples of corpus-based lexicography:

In the early 1980, the publisher Collins anmdhitngham university compiled the
first mega-size corpus, the Cobuild corpus, for radpction of a new English
dictionary. It produced a number of dictionariesdzh on two monitor corpora: the
Birmingham Corpus (created in 1980 cf. Renouf 188 Sinclair 1987, its size at the
time 20 million words), and the Bank of English @us. By the time the dictionary
published in 1987 (Collins 1987).

The Bank of English Corpus has many potentiasubut it was designed primarily
to help in the creation of dictionaries. Sectiohshe corpus were used as the basis of
the BBC English Dictionary, a dictionary that wagended to reflect the type of
vocabulary used in news broadcasts such as thoskeeoBBC (Sinclair 1992). The
vocabulary included in the dictionary was basedseations of the Bank of English
Corpus containing transcriptions of broadcastshenBBC (70 million words) and on
National Public Radio in Washington, DC (10 millisrords). The Bank of English
Corpus was also used as basis for a more generpbgmi dictionary, the Collins
COBUILD English Dictionary. Other projects have dssmilar corpora for other
types of dictionaries (Meyer 2002).

The Cambridge Language Survey has developed dwrpora, the Cambridge
International Corpus and the Cambridge Learnergd@y to assist in the writing of a
number of dictionaries, including the Cambridgesintitional Dictionary of English.
Cambridge Advanced Learner's Dictionary used ndiased on the Cambridge
Learner Corpus to help students avoid common mastéleyer 2002).

Longman publishers assembled a large corpuspoken and written American
English to serve as the basis of the Longman Diatip of American English, and
used the British National Corpus as the basis & Hongman Dictionary of
Contemporary English (Meyer 2002).

The York Junior ELT(English Dictionary for Learners of English) dictionary
explains the meanings of English words and phraaes, illustrates them with
examples drawn from an electronically held corptisvotten and spoken texts of
modern English. ELT corpus lexicography consistshaf compilation of dictionary



entries in a computerized editing system, usin@lantronic corpus as evidence. In a
trilingual dictionary Yilumbu-French-English itenase included according to the word
tradition and on account of their usage frequendpé corpud

The Oxford Dictionary of English is at the foreftayf language research, focusing on
English as it is used today, informed by the m@staidate evidence from the largest
language research programme in the world, includiveg 800-million-word Oxford
English Corpu$.

2.2 Corpus in Grammar

Corpus-based research can be applied to gaanom the word level, sentence
level, and discourse level to understand the straaif a language. It is possible to use
corpora to obtain information on the structure amshge of many different
grammatical constructions and to use this inforamatas the basis for writing a
reference grammar of any language. Although gramealatesearch within linguistics
is almost exclusively descriptive rather than prigsve, it generally does not use
empirical methods to study language usage. Des@ipgrammarians use field
methods to identify the various paradigms in a Uegg, while theoretical
grammarians typically rely on their own intuitiorsbout language, sometimes
supplemented by asking native speakers to judgethwhemade-up sentences are
grammatically correct or not. Furthermore, none tlbbse approaches focus on
variation in language use. Because of this poinviefv, the grammarians find the
important role of corpus in investigating the graanraf a language.

The areas that traditional studies have negfettirn out to be the strengths of
corpus-based studies of grammar. The availabifitgrge corpora and computer tools
makes it possible to study the patterned ways inchwvhianguage users use the
grammatical resources of a language — by investiggdhe frequency distribution of
various constructions, the association patternsvdest grammatical structures and
other linguistic and non-linguistic factors, ane tlactors that affect choices between
structural variations.

Grammatical (or syntactic) studies, along wiéixical studies, were the most
frequent types of research which used corpora. @arpnakes a useful tool for
syntactical research because of:

* The potential for the representative quantificabba whole language variety.

e Their role as empirical data for the testing of dtjyeses derived from
grammatical theory.

2.2.1 Examples from Arabic show the need for Corpus Grammar:

A. Investigating morphological characteristics:

Studying a morphological characteristic in apes can teach us both about
the frequency and distribution of the charactarisind about the differing
functions of particular variations. Morphologicaladysis by using corpus allows
the user to search particular prefixes or suffixredirabic language and also
infixes may be added. The worgl" for example may give various meanings by
adding different prefixes or suffixes as showraible 4:

% http://www.wat.co.za/Engelse%20Webwerf/Publicatibasikos/lex16.htm
* http://www.askoxford.com/oec/mainpage



Meaning Suffix Infix Prefix Word
Scientific i ok Tk e
Learned us & Kk *hk liale
His science ° *hk ok ade
Scientists ¢ Hkk Hkk e
Teaching oxx $ & ol
Sciences el 3 ek asle

Table 4: The various meanings bfl="word when adding different prefixes or suffixes.

B. The distribution and function of a syntactic constuction:

If the grammarians have a large corpus, thay easily determine the
distribution of words. For instance, the preposisig <" , "=" or "o<" usually
come before and after which word class; verb ompadter verbs which word
class is commonly to occur and so on. By determginguch things, the
grammarians can rule out the syntax restrictiorthaif language.

2.2.2 Examples of corpus-based grammars:

There is a long tradition in English studieatinly back to the nineteenth and early
twentieth centuries, to use some kind of corpushasbasis for writing a reference
grammar of English, a tradition followed by grammaas as Otto (1909-49) or Curme
(1947), who based their grammars on written mdteaken from the work of eminent
English writers.

One of the first major reference works to esepora were the two grammars
written by Quirk, Greenbaum, Leech, and Savart®ikGrammar of Contemporary
English (1972) andA Comprehensive Grammar of the English Language (1985). In
many sections of these grammars, discussions ohrgedical constructions were
informed by analyses of the London Corpus. Foramst, Quirk et al.'s (1985)
description of the noun phrase concludes with aletgresenting frequency
information on the distribution of simple and coephoun phrases in various genres
of the London Corpus (Meyer 2002).

At Nijmegen University, for instance, primaritationalist formal grammars are
tested on real-life language found in computer cap(Aarts 1991). The formal
grammar is first devised by reference to introspectechniques and to existing
accounts of the grammar of the language. The gransihen loaded into a computer
parser and is run over a corpus to test to whanext accounts for the data in the
corpus. The grammar is then modified to take actafinthose analyses which it
missed or got wrong (McEnery and Wilson 2001).

Many smaller-scale studies of grammar usingg@@ have included quantitative
data analysis (for example, Schmied's 1993 studglative clauses). Now, there is a
greater interest in the more systematic study afgnatical frequency, for example,
Oostdijk and de Haan (1994) are aiming to analjeeftequency of various English
clause types.

Greenbaum's Oxford English Grammar (1996) &seld almost entirely on
grammatical information extracted from the Briti€lomponent of the International
Corpus of English (ICE-GB), (Meyer 2002). The Qadli COBUILD project has
created a series of reference grammars for leaoidenglish that contains examples
drawn from Bank of English Corpus (Sinclair 1988iber et al.'s Longman Grammar
of Spoken and Written English (1999) is based @nlitbngman Spoken and Written
English Corpus (approximately 40 million words ammhtains samples of spoken and
written British and American English (Meyer 2002).



Floresta Sinta(c)tica (Portuguese treebanfeptpis a sampler of ¢.1,000 running
text sentences (European Portuguese). The sangpkermanually revised part of a
larger tree corpus (1 million words), which was cemiétically annotated with the
Constraint Grammar based PALAVRAS parser and theverted into constituent
trees. This full version can also be searched.prbgct is a joint venture of the VISL
project (Southern Denmark University) and the pbj€omputational Processing of
Portuguese”

2.3 Corpus in Semantics

The studies of semantics of natural languages yielded a number of interesting
results for several semantic phenomena, but itois aear whether such formal
semantic theories can yet be used to automatipatigess real corpora. Moreover,
semantic theories are often based on higher-oatearal logics and do not explicitly
address the problem of efficient implementationsiedv approach that emerged over
the past few years is to derive word meaning ressufrom corpora. Semantic
information ranging from synonymy or hyponymy tdahexr complex verb relations
can be learned with a surprising degree of sucdes® corpora. The main
contribution that corpus linguistics has made toaatics is by helping to establish an
approach to semantics which is objective, and takesunt of indeterminacy.

Mindt (1991) demonstrates how a corpus candael in order to provide objective
criteria for assigning meanings to linguistic terrvBndt points out that frequently in
semantics, meanings of terms are described byereferto the linguist's own
intuitions. Mindt argues that semantic distinctioage associated in texts with
characteristic observable contexts-syntactic, maggical and prosodic. By
considering the environments of the linguistic &g an empirical objective indicator
for a particular semantic distinction can be adia¢ (McEnery and Wilson 2001).

Another role of corpora in semantics has baesstablishing the notions of fuzzy
categories more firmly. In theoretical linguisticstegories are usually seen as being
hard and fast - either an item belongs to a cayegorit does not. However,
psychological work on categorization suggests ¢bghitive categories are not usually
"hard and fast" but instead have fuzzy boundagest is not so much a question of
whether an item belongs to one category or therpthg how often it falls into one
category as opposed to the other one. In lookingirrally at natural language in
corpora, it is clear that this "fuzzy" model acctumetter for the data: clear-cut
boundaries do not exist; instead there are gragli@fit membership which are
connected with frequency of inclusion.

2.4 Corpus in Natural Language Processing

There are many corpus linguists whose istsrare more computational than
linguistic. These linguists have created and usepgara to conduct research in an area
of computational linguistics known as Natural Laage Processing (NLP). For
instance, the North American Chapter of the Asdmria for Computational
Linguistics regularly has workshops and speciakises at which computational
linguistics in NLP discuss the use of corpora teaade research in such areas as
tagging, parsing, information retrieval, and thevelepment of speech recognition

® http://devoted.to/corpota



systems. Because researchers in NLP have theirdistimct interests, the corpora
they use are designed differently than corpora ssdBrown or LOB.

The limitations of the corpora created byessshers in NLP, the tool they have

developed — taggers and parsers in particular e leeen instrumental in creating
grammatically analyzed corpora that are of gredwievdo descriptive linguists. For
instance, work done by computational linguistsewvaloping the Nijmegen tagger and
parser for the International Corpus of English tiye&acilitated the grammatical
annotation of the British component of ICE, and ted fully tagged and parsed one-
million-word corpus of spoken and written Englishat, when used with a text
retrieval program (ICECUP), can extract from ICE-GBwealth of grammatical
information that in the past could be obtained doylynanual analysis.
The USREL team at Lancaster University consist ofraup of descriptive and
computational linguists who worked together notyotal create the British National
Corpus but to develop the tagger (CLAWS) that wssduto tag the corpus (Meyer
2002).

BulTreeBank project (HPSG-based Syntactic Bae& of Bulgarian) creates a high
quality set of syntactic structures of Bulgariamteaces within the framework of
HPSG It aims to contain samples of all the syntasttiuctures of the language. These
sentences should serve as templates for futur@revelopment, become the basis
for the development of a more comprehensive taest far NLP applications They can
also be used as a source for grammar extractiofoatidguistic research.

2.5 Corpus in other researches

In sociolinguistics, the primary focus is h@arious sociolinguistic variables, such
as age, gender, and social class, affect the vedyirttividuals use language. Corpus-
based techniques make it much easier to carry onipceehensive register studies.
Although corpora have not yet been used to a gneaint in sociolinguistics, there is
evidence that this is a growing field. To studyia@ons by gender, in spontaneous
dialogue, it becomes necessary to extract fromriassef conversations in a corpus
what is spoken by males as opposed to femalesamakyst might want to consider
not just which utterances are spoken by males amales, but whether an individual
is speaking to a male or female.

Some registers can be very specific, suclndgerature writings, or Methods
sections in political research articles. Other stgs are more general, such as
conversation or student essays. Difficulties amgthout corpus-based techniques
because comprehensive register studies have thpetant requirements:

= inclusion of a large number of texts; because tegistudies based on too few
texts are likely to be inaccurate,

= consideration of a wide range of linguistic chagastics; because register studies
based on a few range of linguistic characteristigsnot provide comprehensive
register descriptions, and generalization basedsunh studies are likely to be
iInaccurate,

= and comparison across registers; because a batmlioemparison was needed to
know whether the use of a linguistic feature iegister is rare or common.

Kjellmer (1986), for example, used the Browrd drOB corpora to examine the
masculine bias in American and British English. ldeked at the occurrence of
masculine and feminine pronouns, and at the ococer®f the items man/men and
woman/women. Another hypothesis of Kjellmer's was supported in the corpora -
that woman would be less "active", that is wouldhii@re frequently the objects rather
than the subjects of verbs. In fact men and wonaehsimilar subject/object ratios.



Holmes (1994) makes two important points alibatmethodology of these kinds
of study, which are worth bearing in mind. Firsthem classifying and counting
occurrences, the context of the lexical item shdaddconsidered. Second, Holmes
points out the difficulty of classifying a form wet is actively undergoing semantic
change (McEnery and Wilson 2001).

In BNC, to enable the study of sociolinguistaziables in the spoken part of it, each
conversation contains a file header and a stateatght start of the sample providing
such information as the age and gender of eactkep@aa conversation. A software
program, Sara, is designed to read the headersi@ndrious analyses of the corpus
based on a pre-specified selection of sociolinguigriables.

In the British component of the International Capwf English (ICE-GB),
ethnographic information on speakers and writerstased in a database, and a text
analysis program is designed to analyze the cotPECUP (Meyer 2002).

Also, geographical variations are consider®da@pora have long been recognized
as a valuable source of comparison between languageties as well as for the
description of those varieties themselves. Cextaipora have tried to follow as far as
possible the same sampling procedures as othepreoip order to maximize the
degree of comparability. For examples, the LOB wuerpontains roughly the same
genres and sample sizes as the Brown corpus aaanigled from the same year (i.e.
1961). The Kolhapur Indian corpus is broadly pataib Brown and LOB, although
the sampling year is 1978 (McEnery and Wilson 20@)e of the earliest pieces of
work using the LOB and Brown corpora was the préidacof a word frequency
comparison of American and British written EngliSfhese corpora have also been
used as the basis of more complex aspects of lgeggach as the use of the
subjunctive (Johansson and Norheim 1988).

Few examples of dialect corpora exist atgmes two of which are the Helsinki
corpus of English dialects and Kirk's Northerndred Transcribed Corpus of Speech
(NITCS). Both corpora consist of conversations vatheldworker - in Kirk's corpus
from Northern Ireland, and in the Helsinki corpusnfi several English regions. Such
elicitation experiments tend to focus on vocabuland pronunciation, neglecting
other aspects of linguistics such as syntax. Dialepora allow these other aspects to
be studied (McEnery and Wilson 2001).

Also, corpus examples are important in lagguigarning as they expose students
to the kinds of sentences that they will encounteen using the language in real life
situations. Resources and practices in the teadfitanguages and linguistics tend to
reflect the division between the empirical and amadilist approaches, the non-
empirically based teaching materials can be mighggand that corpus studies should
be used to inform the production of material sat tine more common choices of
usage are given more attention than those whichles® common. Research in
language acquisition and development has focused on

1. the first-language acquisition of very young chelaly

2. later language development, such as the acquistiotiteracy skills, by
students at various stages,

3. and second language acquisition, by children anttsad

There are three advantages of the corpus-basedagbpm language acquisition and
development:
1. By including a relatively large collection of textsorpus-based analyses
provide the basis for generalizations concerniraugs of speakers and writers
at different stages.



2. By investigating the association patterns among sétlinguistic features,
corpus-based analyses enable more comprehensiggptiess of language use
at different developmental stages.

3. By including texts from multiple registers, corpo@sed analyses facilitate
broader perspectives on language development.

Now there are corpora suitable for studyirmhbfirst- and second-language
acquisition. Kennedy (1987a, 1987b) has looked atswof expressing quantification
and frequency in ESL (English as a second langumy#pooks. Holmes (1988) has
examined ways of expressing doubt and certaintfE8h textbooks, while Mindt
(1992) has looked at future time expressions im@ertextbooks of English. These
studies have similar methodologies - they analyze televant constructions or
vocabularies, both in the sample text books anstandard English corpora and then
they compare their findings of the two sets (McEraerd Wilson 2001).

Corpora have also been used in the teactilgguistics. Kirk (1994) requires his
students to base their projects on corpus datahwthey must analyze in the light of a
model such as Brown and Levinson's politeness yheor Grice's co-operative
principle. In this approach, Kirk is using corponat only as a way of teaching
students about variation in English but also teotice them to the main features of a
corpus-based approach to linguistic analysis (Mcfgard Wilson 2001).

A further application of corpora in this fiels their role in computer-assisted
language learning. Recent work at Lancaster Uniyelgs looked at the role of
corpus-based computer software for teaching undéuvgtes the rudiments of
grammatical analysis (McEnery and Wilson 1993). Mefy, Baker and Wilson
(1995) carried out an experiment over the coursz tefm to determine how effective
Cytor was at teaching part-of-speech learning bymaring two groups of students -
one was taught with Cytor, and the other was tawggnttraditional lecturer-based
methods. In general the computer-taught studenterpeed better than the human-
taught students throughout the term (McEnery andai2001).

To study second-language acquisition, a nunobeesearchers began developing
what are called learner corpora: corpora contaitiiegspeech or writing of individuals
learning English as a second or foreign language. @ the larger corpora in this area
is called the International Corpus of Learner EstglfICLE). ICLE is currently more
than two million words in length. Other learnerpara include the Longman's Learner
Corpus and the Hong Kong University of Science tuthnology (HKUST) Learner
Corpus (Meyer 2002).

Due to all the previous discussion about tednfor corpus, and as there is no
Arabic corpus made to be used in linguistic/langustgdies as will be shown in the
next section, all researchers are asking for a&sgmtative and balanced Arabic
corpus.

3 Arabic corpora

While it is of prime importance to descriptive cosdinguistics to create valid and
representative corpora, in the field of naturalglzage processing (NLP) this is an
issue of less concern. Obviously, the two fieldsehdifferent interests: it doesn't
require a balanced and representative corpus ito @rgarser or speech-recognition
system. But it would greatly benefit the field arpus linguistics if descriptive corpus
linguists and more computationally oriented lingsiiand engineers work together to
create corpora. In the past several years, on-iapora became increasingly
accessible, and corpus-based studies became veamnao. The British National



Corpus is a good example of the kind of corpus taat be created when linguists,
computational linguists, and publishing industrggerate.(Meyer(2002))

Natural language processing (NLP), includimjoimation Retrieval, Machine
Translation and other Natural Language-relatediglises, is showing more interest
in the Arabic language in recent years. Suitabd®ueces for Arabic are becoming a
vital necessity for the progress of this resea@itrpora are an important resource but
Arabic lacks sufficient resources in this field, aoesearch projects need to compile a
corpus, which represents the state of the Aralsiguage at the present time and the
needs of end-users. Therefore many trials have t@iucted to build Arabic corpora
but some of them were unsuccessful trials and stivere for commercial purposes.

3.1 Some trials in compiling Arabic corpora

In this section, we will present some previousldriaf compiling Arabic corpora that
were collected for several purposes of applicatfoné\rabic.

3.1.1 CLARA (Corpus Linguae Arabicae)

CLARA corpus is an electronic corpusMbdern Standard Arabic; it contains 37
million words. Although it surveys Modern Standard Aralsiome 300 000 words
come from Western languages, mostly Engldbre than 95% of texts come from
last tenyears. CLARA corpus is collected to reflect the teomporary languagasage
but with twoexceptions of text sources: Qur'an and Bible. Gaulgcally, theareas
covered are the Arabic Peninsula, Symal Egypt, with some examples from other
countries, like Tunisia and Morroco, with low pantages whicldo not exceed 5%.
From the conterpoint of view, the share of popular fiction teidgsabout 15%; the rest
comes from informativelomain, i.e. the corpus aims at terminolograainess. As for
the medium, about 50% of thexts come from periodicals, 35% from boaksl 15%
from miscellaneous written materialthe final goal is building a balanced and
annotated corpus — the annotation shoulddree for morphological boundaries and
POS. The acquisition of texts for the corpus inelliscanning of Arabic books
(especially fiction, buélso texts from informative domains, likeedicine, astronomy,
law, technology, etcusing the Arabic OCR program AutomaReader (by Sakhr).

3.1.2 Arabic Newswire Corpus

Newswire Corpus was released in 2001 by David Gaaff Kevin Walker. The
source material was tagged using TIPSTER-style SGiMd was transcoded to
Unicode (UTF-8). The corpus includes articles frbtay 13, 1994 to December 20,
2000.

If we cogitate this corpus, we will find thdtheugh it contains 80 M written words,
it has no representativeness, diversity or baldacell Arabic language because it
was collected from press only such as (Agence Er&resse, Xinhua News Agency,
and Umma Press). The data is in 2,337 compresggue@® Arabic text data files. The
corpus is constructed to several applications sisdBducation and the development of
technology.

3.1.3 A corpus of Contemporary Arabic (Poste) (CCA Corpws)

The ACC Corpus was released from Universityedds (UK) by Latifa Al-Sulaiti
& Eric Atwell. Their survey confirms that existirgprpora are too narrowly limited in
source-type and genre, and that there is a need fiveely-accessible corpus of
contemporary Arabic covering a broad range of tgpés. Their survey also shows



support for the inclusion of parallel English-Aralsamples. Supplementary questions
showed support for potential use in wide rangeariduage Engineering applications;
and indicates that teachers of Arabic as a for@agguage already make significant
use of computers in teaching, and want to inclua#emporary, authentic examples.

The researchers invested a good amount of timlee#fort to annotate every text
with a header which provides internal and extemfarmation. The information that
they included in the header follows largely accdptandard but they included only
the minimal required information such as authorsipipblication and details about
texts such as their types and domains. The mintoralponents were: File description,
Encoding description, and Profile description. bidiion, they annotated the texts
with paragraphing. The method they used for praogdse files was that they created
a template of the header and handled them in theode editor UNIRED. Collecting
the texts for the corpus and annotating them wiébae manually.

What noted above reveals a good effort in thipas but it has some disadvantages.
First, the compiled corpus was only one-million d®covering some of the categories
they decided to collect. Secondly, it found thas thritten corpus doesn't contain
written materials only but also spoken material€hswas: short storiestadio,
newspapers, children’s stories, health and media@um¢obiography, magazines and
economics. The third disadvantage is that it da#shave an appropriate document-
classification; documents were collected without y arconsideration of
representativeness.

3.1.4 Al-Hayat Corpus

The corpus was developed in the course esaarch project at the University of
Essex, but it's important to make some points clids corpus is so small; it is only
18.5 million words. As for representativeness, ttospus does not represent a long
period of coverage as the dataset is an electeyniuve for the newspaper of the year
1998 only and doesn't cover any other year. Acogrdd the articles classification, it
covered 7 subject categories based on Al-Hayatsifileetion: General, News,
Economic, Sports, Computers and Internet, $eieand Technology, Cars and
Business.

3.1.5 An-Nahar Newspaper Text Corpus

It is a newspaper text corpus according to A& Lebanon newspaper that
comprises articles in standard Arabic from 1992000 (6 years) stored as HTML
files on CD Rom media. Each year contains 45 0@@les and 24 million words.
Each artécle includes information such as titlewsggaper's name, date, country, type,
page, etc.

3.1.6 Classical Arabic Corpus (CAC)

This corpus was compiled by Abdel-Hamid Elewaha University of Manchester
Institute of Science and Technology. If we makeckudescription of this corpus we
will find out that this corpus contains a very fewmber of words (5M words) to
survey the major of contemporary Arabic languageomprises texts including short
poems from the period of the advent of Islam uph® end of the eleventh century.
The material is derived from the web The main dorisof the corpus is intended to be
between fiction and non-fiction. However, sincdifio represents only 11% which is

® http://www.elda.org/catalogue/en/text/W0027.htmbg@right © 1996-2001 ELRA/ELDA)



due to unavailability of fictional material for thperiod, the text types are divided into
four genres; thought and belief, literature, lirggieis, and science. This corpus is not
tagged at this stage as it was mainly developethi&purpose of lexical analysis

3.1.7 General Scientific Arabic Corpus (GSAC)

This corpus was developed by Amin Al-Muhannahat University of Manchester,
Institute of Science and Technology. Its purpostigmvestigate how scientific and
technical terms are formulated in Arabic with aus®n compounds. In addition, his
research compares between the mechanism used bywAitgrs and what has been
proposed by language academies. This corpus igelinto one country only and
doesn't cover the diversity and representativenéssajor of Arabic language, the
material is derived from the Kuwaiti magazine s8eience and Technology'. Part of
this corpus (1M) has been tagged. Al-Muhanna repothat his training corpus
contained 100,000 tokens and the accuracy of grig was 92%.

3.1.8 Arabic Gigaword Corpus

Arabic Gigaword corpus released in Jul 22, 200p®avid Graff;Arabic Gigaword
is a comprehensive archive of newswire text dadh tlas been acquired from Arabic
news sources by the LDC. Each data file name csnsfsthe seven-letter prefix, an
underscore character ("_"), and a six-digit daepr@senting the year and month
during which the file contents were generated leyréspective news source), followed
by a ".gz" file extension, indicating that the fdentents have been compressed using
the GNU "gzip" compression utility (RFC 1952). Téfare, each file contains all the

usable data received by LDC for the given montmftbhe given news source.

4 The need for Arabic tools

Over the past decade, there has been some impprtagress in the computational
processing of Arabic. However, Arabic is still lawl tools and annotated resources.
Many researchers in the field attest that fullyomated fundamental Arabic NLP
tools such as Base Phrase Chunkers are still mdable for Arabic (Maamouri M. et
al.'s, 2004). Arabic NLP is still in its infancyue to the problem of obtaining large
amounts of text data (Duh K. et al's, 2005). Soivasspeakers of languages that are
not well served by language technology suffer fress access to information, and
from less efficient tools, and higher productiomsts for documents and translation
(Maegaard B. et al.'s, 2005). This section willveyr some of the tools needed for
processing Arabic corpora, so progress can be \aghien the related area of
application.

1. Machine translation:

The idea of using parallel corpora is not néwgdates back to the early days of
machine translation, but it was not used in practiatil 1984 (Guidere M., 2002).
Unfortunately, Arabic lacks such technological depenent, along with the huge
volume of translations available in different laagas, which points toward the use of
Arabic corpus for specific machine translation atwmputer-assisted translation
applications to permit fine future tools for Aralgiorpora.

" http://lwww.comp.leeds.ac.uk/eric/latifa/arabic_amghtm



2. Lexical Techniques:

Lexical choice (lexicalization) is a process of mpi@yg meaning representations
onto lexical items (words) in the language becauseat the heart of generation and
having good lexicalization systems is important $gstems that will convey ideas in
natural languages (e.g., Machine Translation (Mig Alatural Language Generation
(NLG) systems)(Al-jabri 1997). So, a generationteys in Arabic will need to
identify all possible words and choose among thieenltest candidate in a particular
situation by using Arabic corpora. Performing letichoice is non-trivial because the
meaning representations are not directly linkeséods and choosing the right word
requires knowledge not only about the semanticd, dso about syntax and
pragmatics.

3. Word segmentation:

By its ideal definition, lemmatization is a proceskerein the inflectional and
variant forms of a word are reduced to their lem{8&mens 1996). Due to the
complex meanings decomposable into several morphénee prefix, stem, suffix) in
morphologically rich languages like Arabic, suchhdaages present significant
challenges to many NLP applications such as lenza@n which is important to be
used in dictionaries and concordances. Lemmatizaingxt helps generating word
indexes, concordances, and dictionaries from thdtwith ensuring that all forms of a
particular word within it can be existed by seanghonly for its lemma form.

4. Building POS tagger:

POS tagging of Arabic texts ambiguity needs to bsolved by POS tagger
through the use of a statistical language modekldged from Arabic corpus, but
unfortunately, Arabic is still missing real corpacaapply such useful tool for Arabic.

5. Vocalizing Arabic Texts:

Arabic language has two kinds of vowels: Long vawvelhich are written as
normal letters; and short vowels which are writeen punctuation marks, above or
below letters. Search engines, text to speech esgend text mining tools are just
some examples of applications that need Arabicstéxtbe vocalized before being
processed (Saady et al.'s, 2006).

6. Building a Stemmer:

Arabic language is in need for building a stemmeNLP to be used for effective
information retrieval. Although, Arabic languageepents agglutination of articles
(letters), prepositions, and conjunctions at wanitial position as well as at the word
final position, it lacks a good stemmer.

7. Word Sense Disambiguation for Information Retrieval:

Although recorded information usually is retrieviegd means of stored data that
represents documents, it is the emphasis on inteymaelevant to a request, rather
than direct specification of document, that chamapes the modern subject of
information retrieval (Heaps 1978). Consequentijpimation Retrieval (IR) systems
as data retrieval tools are very important. HowgiweArabic language the word sense
disambiguation is one of great reasons for podiopeance of these systems and their
lack of access to the satisfactory level.

9. Text Data Mining:

Text data mining, as a multidisciplinary figldsolving information retrieval, text
analysis, information extraction, clustering, catézation and linguistics, is becoming
of more significance, and efforts have been mudtgplin studies to provide for



fetching the increasingly available informationi@#ntly (Eldos 2002). Due to the
Arabic language lacking of corpora, it is difficuid display textual content and
quantitative data of Arabic.

5 The International Corpus of Arabic (ICA)

Corpus-based approaches to language have ucidchew dimensions to linguistic
description and various applications by permittsagne degree of automatic analysis
of text. The identification, counting and sorting @ords, collocations and
grammatical structures which occur in a corpus beancarried out quickly and
accurately by computer, thus greatly reducing sofrtte human drudgery sometimes
associated with linguistic description and vasdganding the empirical basis.

Linguistic research has become heavily relamttext corpora over the past ten
years. Due to the increasing need of an Arabicusotp represent the Arabic language
and because of the trials to build an Arabic corpushe last few years were not
enough to consider that the Arabic language hasah representative and reliable
corpus, it was necessary to build such an Arabiputo support various linguistic
research on Arabic.

Bibliotheca Alexandrina (BA) is one of the imational Egyptian organizations that
plays a noticeable role in disseminating culture &nowledge, and in supporting
scientific research. It initiated a big project boild the “International Corpus of
Arabic (ICA)"; a real trial to build a representadi Arabic corpus as being used all
over the Arab world to support research on Arabic.

5.1 The goal of ICA

The International Corpus of Arabic (ICA) isaphed to contain 100 million words.
The collection of samples is of written Modern $tamd Arabic selected from a wide
range of sources which is designed to representida wross-section of regional
variety of Arabic; it is stimulating the first sgshatic investigation of the national
variety as being used all over the Arab world.

ICA is a step-by-step guide to creating andlyairagy Arabic linguistic corpora.
Demonstrating those corpora have proven to be wseful resources for linguists who
believe that their theories and descriptions ofbfgashould be based on real, rather
than contrived, data.

5.2 Planning the construction of ICA

A corpus is not simply a collection of tex®ather, a corpus seeks to represent a
language or some part of a language. The apprepdi@sign for a corpus therefore
depends upon what it is meant to represent. Theeseptativeness of the corpus, in
turn, determines the kinds of research questioms tdan be addressed and the
generalizability of the results of the researcls Important to realize that representing
a language — or even part of a language — is lle@ratic task. We do not know the
full extent of variation in languages or all thentextual variables that need to covered
in order to capture all variation in texts. Howevattention to certain issues will
ensure that a corpus is as representative as fmsgiben our current knowledge of
language.

In planning the collection of texts for the ICA number of decision related to
corpus design such as representativerdigsysity, balance and size were taken into
consideration:



Some sources of texts were determined.

A variety of different genres of writing would batfered for inclusion in the

corpus.

3. Each genre would be divided into text samples.

4. A careful record of a variety of variables would kept, including when and
where the texts were written or published; whethey were books, articles, or
net articles.

5. Decisions related to what the proportions (weightirbetween different
sections and genres in a corpus have been takeh. dacisions were taken
upon how common the genre or the source is (Balamce corpus is not
addressed by having equal amounts of text fronewdifft sources and genres).

6. Decisions about how many categories the corpusldhmntain, how many

samples the corpus should contain in each categahhow many words there

should be in each sample were taken into considarabome discussions of
size in corpus design focus exclusively on the nemadd words in the corpus,

However, issues of size also relate to the numifetexas from different

categories, the number of samples from each texttl@e number of words in

each sample. Enough texts must be included in eatdgory to encompass
variation across authors.

N =

Before the texts to be included in a corpuscllected, annotated, and analyzed,
it is important to plan the construction of the mas carefully: what size it will be,
what types of texts will be included in it, and whmopulation will be sampled to
supply the texts that will comprise the corpus.irdttely, decisions concerning the
composition of a corpus will be determined by thenped uses of corpus. To explore
the process of planning a corpus, the followingtisas will consider the
methodological assumptions that guided the comgilabf International Corpus of
Arabic.

5.2.1 Corpus Design and Compilation

It is important to realize that the creationIGA is a "cyclical" process, requiring
constant re-evaluation as the corpus is being dechpConsequently, we are willing
to change our initial corpus design if circumstanagse requiring such changes to be
made. In corpus design and compilation a lot ofigi@es were taken into
consideration to reach to the basic goal of ICA.

5.2.2 Sources and genres included in the ICA

The ICA contains a diverse range of sourcemesof these sources are divided into
other sub sources (Table 5):

Sources Sub sources
Press (A) Newspapers
Magazine:
General
Specialized
Electronic press
Net Article
Books

Academic sources

Table 5: The sources and sub sourof ICA.



In press, texts were complied from principal daigwspapers in different Arab
countries (Table 6):

Country Newspapers
Egypt Ahram
Akhbar
Gomhoria
Akhbar-elryadah
Elssyasa Al-Dawlia
Saudi Arabia Al-Watan
Al-Jazyra
Hedaya
Qatar Al-Rayah
Jordan Addustoor
Iraq Kol El-lraq
Al-Etthad
Palestine Al a'maan
Al-Quds
Alhayat.Algadidah
U.A.E "Dubai" CNN
Arab magazine published| Al-hayat (London)
outside the Arab world Sawt-Alkeraza

Table 6: The principal daily press in the Arab wlorl

The main focus of compiling texts was to cottee same genres from different
sources in all Arab countries. So it must be ndted the Arab countries in table 2 are
not the only countries to be included in the ICather they are the countries included
so far, the rest of the Arab countries will be atide

The ICA also contains a diverse range of writhenres. Some of these genres are
divided into other subgenres, as shown in table 7:

Genres Sub-genres
Strategic Sciences | Politics.
Law.
Social Sciences. Economy.
Sociology.
Sports.
Religion. Islam.
Christianity.

Other religions
Comparative religion.
Literature. Prose:

Novels.
Short Stories.
Child Stories.
Plays.
Poetry.
Studies of Literature and
Linguistic.
Humanities. History.
Psychology.
Philosophy.
Geography.
Natural Sciences Biology.




Physics.
Chemistry.
Geology and Environment.

Applied Sciences. | Medicine.

Engineering.
Agriculture.
Technology.
Arts.
Biography.

Table 7: The genres and sub-genres of ICA

Tables (4&6) indicate the final classification @fusces and genres that the compilers
of ICA reached so far according to the actual abslity of texts.

5.2.3 Design criteria

In designing the ICA some sources and genreg wetermined according to the
following design criteria:

» The design of corpus identified the common souerets genres of the written
texts.

» The design depended primarily on sources of temtsia each source there
were some genres. This design will make the seard¢bxts more economic
and easier.

= Collecting the texts to convey all regional vaoas of the Arabic Language
was the basic interest in the design, for examp@&spapers were planned to
convey a wide range of sources from different coest these newspapers
tried to exemplify the principal daily newspapers.

Table 8 shows the first version classified accaydnthe texts that will be compiled:

Sources of texts Type of texts (genres)
Newspapers | Politics
Art
Literature
Culture
Sciences
History
Economy
Religion
Sport
Sociology
Miscellanies
Magazine Politics
Art
Literature
Culture
Science
History
Economy
Religion
Sport
Sociology




Miscellanies
Novels Fictions
Un Fictions
Child Story
Religion
Plays
Books Art

History
Sport
Religion
Sciences
Culture
Literature
Net Articles Politics

Art
Literature
Sciences
History
Economy
Religion
Sport
Miscellanies
Academic Sciences

Table 8: The first classification of ICA.

Once the texts representing genres were actualigrb® be collected, some problems
were contradicted with the classification in tableere faced:

= |t is not easy to find texts in a specific genret Bvery genre that exists in
theory exists in practice. For example, in newspapel magazine it is found
that the historical, cultural and scientific textere very few, therefore, the
history in newspaper should not be considered ssparate genre under the
newspaper source, otherwise, the number of teptesenting each genre will
not be balanced. Such a few number of texts in gaohe under the newspaper
source were placed under miscellanies.

= Some texts could not be categorized easily i.Beeithe text genre is not clear
or the same text may be related to more than ossilge genre. For example,
in books it is found that one book may follow mahan one genre; another
may talk about politics and economy.

= Some other sources were found out to be missing fthe theoretical
classification in table 4, e.g. “recipes” and “maliu Once recipes and
manuals have been compiled it is found that thesesburces should not be
considered as separate sources but as two genaesiala considered as kind
of the source “books”.

= Some other genres are missing from the theoretiaasification; for example,
in books a “politics” genre was missed .

= Not every source over the Internet is suitabledata collection as many of
them contain many spelling mistakes; others do hawve reference
information, even sometimes the author is not noeetl.

= Many different newspapers may have the same arfitie newspapers @fl-
Dustoor andAl-Ahram are daily newspapers published in different coestr



however, it is found that some articles are theesamboth of them. To avoid
such problems, data were not collected from thespapers at the same day.

= Many issues of the same newspaper contain the aeroke; websites of some
daily newspapers were not updated everyday whidredses the sampling
rate. For example, iAl-Rayah and Al-Hayat newspapers a few new articles
may be added and most of the old articles stibtewith the same old date. It is
found that in some days there were no new articldse taken. IrAl-Ahram
newspaper it is found that some articles do nohgaaut the date of those
articles are changed daily which causes accidegpatition of texts.

= Websites of some magazines are not updated pealtydwhich obstacles the
sampling rateAkher-Sa‘a magazine, for instance, was not updated for aout
months.

= Novels source were considered as books represemsegarate genre.

= The availability of free books over the Internetsadifficult.

According to the previous design criteria, somedifications were made to the
classification in table 4 to represent Arabic adomy to its authentic use and
distribution:

1. Magazines source is sub-classified into general aziag, where articles
represent more than one genre, and specialized zinaga where articles
discuss only one genre.

2. Newspapers and magazines were included under ameesd'Press” under
which they are considered sub-sources. Anotherssubce that resembles
“newspapers” and “magazines” is added, namely tede@ press”; the non-
printed press that exists on the Internet only.

3. Some genres were included under larger genres, ek@mmple history,
psychology, philosophy and geography genres wouwdd ifcluded under
humanities under which they are considered subgenre

4. Some genres and sub-genres have been added, etyy, PBiography,
linguistic and literary studies, etc.

The current document hierarchy of the ICA, soifar,

» There are 4 sources all over the corpus, nameggsPiNet articles, Books and
Academics.

= Some sources are divided into sub-sources, namelyspapers, Magazine, and
Electronic Press (in Press source)

» There are 11 genres all over the corpus, name8trategic Sciences, Social
Sciences, Sports, Religion, Literature, Humanithatural Sciences, Applied
Sciences, Art, Biography and Miscellanies.

= .Some genres are divided into sub-genres, narRditics, Law, Economy,
Sociology, Islamic, Christian, Other religionSpmparative religion Novels,
Short Stories, Child Stories, Plays, Poetry, SwdieLiterature and Linguistic,
History, Psychology, Philosophy, Geography, Biologhysics, Chemistry,
Geology and Environment, Space, Medicine, EngingeriAgriculture and
Technology.

Figure 1 shows one of main sources (Press) in I@A ane of its sub-sources
(Newspapers). In addition, it shows some of gearessub-genres that were found in
the ICA classification:



= ICA Corpus
=l Writken
=l Press
—I- Newspapers
—I- Skrateqic Sciences
=I- Politics
= Lawr

——Social Sciences
=l Ecofioy
= Bociology

Figure 1: One of main sources in ICA

Table 9 shows the percentage of words that have bekected until now. At this
point, we must make a certain issue clear. Theseepegges are not final as the
collection of texts is still under development.

The sources and sub-sources included in ICA writtegorpus
Sources Sub-sources | % of written words

Press 23.24

Newspapers 15.64

Magazine 5.50

Electronic press 210
Net Articles 7.53
Books 69.23

The genres included in ICA written corpus
Genres % of written words

STR (Strategic Sciences) 18.03
SOL (Social Sciences) 3.58
REL (Religion) 25.39
LIT (Religion) 37.08
APP (Applied Sciences) 2.26
HUM (Humanities) 2.88
NTU (Natural Sciences 0.95
ART(ATrt) 1.00
SPT (Sports) 2.25
BIG (Biography) 0.80
IS (Miscellanie$ 5.78

Table 9: The percentages of sources, sub-sourceGanres

5.3 Pre-processing stage

There are a number of general considerations toibeaind when beginning the
process of computerizing the written corpus. Thegrnocessing stage is an important
stage for the compiled texts to be prepared to imegmalysis and search processes on
the corpus. The collected text needs some pre-gsowestages to be prepared.

1. HTML to TXT conversion.
Because the texts to be included in a corpulsbei edited with a word-
processing program, it may be tempting to save coenzed texts in a file
format used by a word-processing program (such ies fwith the



extension.DOC in Microsoft Word). However, it i®fin the onset to save texts
in TXT format, since this is the standard formaedidor texts included in

corpora, and to use a simple text editor to workhwexts rather than a
standard word-processing program.

2. Striping HTML codes.

Some hidden characters that were found when HIOMTXT conversion
happened need to be deleted because such hiddeactelhss may cause
problems in both search and analysis stages. $ongttHTML codes is an
important stage that helps in cleaning up any es¢hhidden characters from
the TXT files.

3. Coding file names (Meta-information)

When creating a corpus, it is practical toesaxdividual texts in separate
files stored in directories that reflect the hiehacal structure of the corpus.
Organizing a corpus into a series of directories anbdirectories makes
working with the corpus much easier, and allowsdbgus compiler to keep
track of the progress being made on corpus asbeirsg created. ICA consists
of a main directory that containing all the writtexts. This directory, in turn,
is divided into a series of subdirectories contajnihe main types of writing
that are collected. Each text receives an additibleaextension, coding files
name with meta information in order to indicate theectory and subdirectory
that the text file belongs to.

It is very important to rename the compiletesi according to some
parameters to facilitate search processes ancet@pr overlapping among file
names in case they are placed in the same folds.cbding process of text
file names will enable us in the future to custoertize search in any part of the
corpus. For example, the abbreviations in the dilea: AH10-A1.1.1-140207
can be indicated in Table10:

AH10 | Contains two pieces of information:

Ahram newspaper source, the attached number ieditiaat
this file is the 18 article in that newspaper with the same
genre, subgenre and date.

Al1.1.1 | Contains three pieces of information:

Newspaper source (Al), Strategic science "genr& 1A
and Politics "sub-genre" (A1.1.1).

140207| Contains three pieces of issuing information:

The day (14), the month (02) and the year (2007)

Table 10: An example of codes of filenames

4. Editing Stage:
The editing stage deals with fixing spellingstakes and grammar mistakes
to prepare texts for analysiBhe texts with spelling errors cause both of search
and analysis problem#/ost popular problems in spelling mistakes in Acabi

are associated with the “Hamzah” and “Yaa".

6.1 Markup codes

Metadata is usually defined as 'data about data&'aFcorpus to be fully useful to
potential users, it needs to be annotated. Thezetlaee types of annotation, or



"markup,” that can be inserted in a corpus: "stmad} “"part-of-speech”, and
"grammatical"®

Here the focus will be on the first type of mark@tructural markup provides a
descriptive information about the texts. For insggrgeneral information about a text
can be included in a "file header"”, which is plaetdhe start of text, and can contain
information as complete bibliographic citation farwritten text, or orthographic
information about the participants (e.g. their agel gender) in spoken dialogue.
Within the actual spoken and written texts themsghadditional structural markup
can be included to indicate, for instance, paragtagundaries in written texts.

In the ICA there are some structural markup wittaich text as Table 11 shows:

D/

A sl 015 ) 528 pee AL

/T

P/

% YV Ly el JUal s (e i Aeball AL ) A0 b 5 e (a5 LGN g3
/P

/D

Table 11: Some of structural mark up in one ofdext

/D The beginning of document.
D/ The end of document.

IT  The beginning of title.

T/ The end of title.

/P The beginning of paragraph.
P/ The end of paragraph.

/Q  The beginning of question.
Q/  The end of question.

It must be noted that the structural markup isidentical in all corpora systems and
the symbols to be included in each corpus are méted by the compilers of corpus

6 ICA Software

A software is built to help researchers teiirogate the corpus. The ICA software
is an application that is considered an adequatkttohelp in exploring the Arabic
language texts. This section provides a detailedrg#ion of the available features of
software. The ICA software provides an overvievite corpus (shows the document
hierarchy of the corpus) and presents all suitabfermation at the request of
researchers interested in authentic data abouti@ra its current stage, the ICA
software has the following capabilities:

1. Insertion of documents: It is possible to insert a new document; a single
document or a batch of documents (Figure2). Theesyss able to detect the
genre and the source of the document according fdaname code and inserts
it under the appropriate node in the document ribya

8 There is also annotation, such as semantic anantdliat can be used to mark up higher level
structures larger than the word, clause, or seatenc



[ ]

Insert Document

(%) Insert a single dacument

File Name

() Insert a batch of documents

[ QK ][ Gk and insert another H Cancel

Figure 2: Insertion Window

2. Searching the corpus: Different search types and search options areablail
. The search options enable the user to selectaimain of the search in
corpus where the user may search in current docuameihcurrent location
marked in the tree of document hierarchy. In additthe search options
enable the user to select the display option tev ¥iee results; either in context
or separately (Figure3):

Search

Search || Options

Search In

) all Documents

Results Display

(%) ‘Within the context
() Separated

[ overlapped

Figure 3: Search Options

Three different types of search are provided: Exaatich, Wildcard and Regular
Expression (Figure 4).

Search *
.
Search  Cplions

Search Type

(*) Exact Makch
) wildcard

O Reqgular Expression

Cancel

Figure 4: Search types

The difference between these three types of seardhdicated in the following
example, if two different characters are selectit, example " 4", these two



characters would be used in different ways in bred types of search and the results
will differ from one type to another:

»= In wildcard search type the user can write these d¢haracters, in sequent or
separated by (* or ? ). The (*) means any sequieciaracters after or between
these two characters, therefore if the user seafcngs* <) the search results
will include any word containing these two charestand any string of
character between them. The (?) means zero orlmracater after or between
these two characters, therefore, if the user searfdr (?2% the search results
will include any word that contains the sequenceheke two characters and
followed by any two characters i.e. any word of Hamacters in length
beginning with ().

» Regular Expression search is the most powerful tfpgearch; it enables the
user to search for any type of strings even abowedvevel. For example,
“2} «-<|” means searching about any two characters ffe#nto ().

In separated context options the user must dedidenumber of preceding and
following characters before and after the keywa@kdsample of output of separated
search can be seen in figure5b. It is also possdrlehe output to be presented in a

whole text browsing view as seen in figure 5.
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There is another type of options that is the witthie context option. The search

Figure 5:Separate Search Results.

results of that search option appear in Figure 6:
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Figure 6 Whole text browsing view

3. Permissions: As the system is used on a server, a number ofipgons is
defined and controlled by the administrator of fiystem. These permissions
are:

» Read a document and search its contgrits

Copy text from a documenC]

Edit a document and its annotatiof$ [

* Insert a new document] [

» Delete an existing documend]

Control users (add — delete — modify permissiob$) [

6.1 Corpus Map

The ICA software can display the hierarahigesign of corpus according to the
currently selected node in the tree structure Fegare 7
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Figure 7:Basic sources and sub-sources

The tree can be expanded to show the basic gencssub-genres. Figure8, for
example, shows the subgenres and sub-sources néWspaper texts. The pointer can
go in depth in the document hierarchy till onlyiagée file in a specific source is
selected (figure 9). Once a certain text is setkdtecan be displayed in a user-defined
font and color. Even texts can be edited if the bas a permission to do this.
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Figure 8:Genres and sub-genres of ICA.
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Figure 9: Displaying a given text of the corpus.
7. Conclusions:

It is very important to know that empirical data language and linguistic
researches are essential, due to the issue thaitid of research could not depend on
individual cognitive perception. In this view, cogpbased investigations are very
helpful; this can be very clear in lexical studiggammar, semantics, NLP and many
other language studies.

Some trials were surveyed for building Arabic cogydhese trials have been
presented and evaluated. The paper presented @ahe mFmarkable trials for building
a new corpus of Modern Standard Arabic (MSA), t6&.I The current status of the
ICA was presented, its design and the preliminaffware used in interrogating the
corpus. This trial can be considered as one o$titeessful approached for building a
representative corpus of MSA. It is important talize that the creation of ICA is a
"cyclic" process, requiring constant re-evaluatasnthe corpus is being compiled. It is
also important to realize the types of sources;ssubices, genres and sub-genres to be
included in the ICA. Once the process of collectmugd computerizing texts is
completed, texts will be ready for the final staereparation; mark up, and then it
will be easy to deal with texts in the analysigsta
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