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Abstract— This paper aims to present the process of the aut@tic extraction of the tree-to-tree (TT) rules whichconstitute the most
intricate phase in developing the UNL analysis angeneration grammars. During analysis, tree-to-tregules are used to reveal the
deep syntactic structure out of the surface syntait structure; while in generation, they are used tdransform the deep syntactic
structure into a surface structure. In this paper,we present a method to extract automatically TT rulesising an annotated corpus.
The availability of large syntactically annotated copora such as the Penn Tree Bank presents us with ¢hopportunity to
automatically build broad coverage grammars. Experinents have proved that grammars that are dependentrothe context can be
more effective than context-free grammars. We havautomatically constructed the TT rules using the Penffree Bank version 2.

1 INTRODUCTION

In the beginning of 2009 a new system came to light ingleage processing called the UNL+3; UNL+3 is the=dat
development to the first generation of UNL (morefoimation about the earlier system can be found at
http://www.undl.org/unlsys/unl/unl2006/ UNL+3 offers improvements to the existing infrasture, however, it changes some
of the core fundamentals of UNL. The change encasgmthe linguistic components (Universal Worddatias, Attributes
and Features) as well as the non-linguistic oresqt engines and applications). Also, the strigctifrthe linguistic resources
(grammars, dictionaries, corpora..etc.) that hanbése components has been drastically chafigede information about
UNL+3 can be foundhttp://www.unlweb.net/wiki/)

Natural language sentences and UNL graphs are segpm convey the same amount of information ifeckht
structures: whereas the former arranges data asdaned list of words, the latter organizes it ds/per-graph. In that sense,
translating from natural language into UNL and froiL into natural language is ultimately a mattétransforming lists into
networks and vice-versa. The UNDL Foundation’s getien and analysis tools; Eugene and IAN, assuha such
transformation should be carried out progressiviedy, through a transitional data structure: tlee twhich can be used as an
interface between lists and networks. Accordinghg, UNL Grammar utilizes seven different typeswés: LL, TT, NN, LT,
TL, TN and NT.

In analysis (NL-UNL), list-to-list or List Processj (LL), list-to-tree or surface-structure Formati@.T), tree-to-tree
or syntactic processing (TT), tree-to-network oemistructure formation (TN) and network-to-networksemantic processing
(NN) rules are usedlhe Natural language original sentence (NL) is sspp to be preprocessed by the LL rules in order to
become an ordered list. Next, the resulting lisicttire is parsed with the LT rules so as to uniteisurface syntactic structure
which is syntactic tree. The tree structure ishfertprocessed by the TT rules in order to expasmtiter organization; the deep
syntactic structure which is more suitable to seimanterpretation. Then, this deep syntactic e is projected into a
semantic network by TN rules. The resultant semargtwork is then post-edited by the NN rules idesrto comply with UNL
standards and finally generate the UNL Graph.

In generation, the five types of rules used arenitevork-to-network or semantic processing (NNYwuoek-to-tree or
deep-structure Formation (network-to-tree), tre¢r¢e@ or syntactic processing (TT), tree-to-listsarface-structure formation
(TL) and list-to-list or list processing (LL) rule$he UNL graph is preprocessed by the NN rulesrder to become a more
easily tractable semantic network. The resultinigvoek structure is converted by the NT rules intsyatactic structure that is
still distant from the surface structure, sincis idirectly derived from the semantic arrangemehts deep syntactic structure is
subsequently transformed into a surface syntattictsire by the TT rules. The surface syntactiacitre undergoes many
other changes according to the TL rules, which gee a NL-like list structure. This list structusefinally realized as a
natural language sentence by the LL rules.

The tree-to-tree rules (TT) phase is a common phabeth the analysis and generation grammars; #neyused for
processing trees, both in analysis and in generalaring analysis, these rules are used to rebeatieep structure out of the
surface structure; however, in generation, theyuasal to transform the deep syntactic structugeargurface structure.

The TT is the most challenging phase in the UNLngrear, hence, it was necessary to think about ataaytomate it.
For this purpose, empirical rather than introspectiata is required in order to express the auttignof the language; a
corpus-based approach is selected to be the baise afitomatic extraction of the tree-to-tree medul




Corpus-based studies provide a means for handdirge lamounts of language and keeping track of dmeextual
factors. The availability of resources such asTteebank has a great impact on the investigations thatmtpa this kind of
studies, and has paved the way for the automatiatinyg of grammar which first emerged in the niegtiMoreover, the
availability of the Treebank caused us to wondeethér it is possible to extract grammar rules friurface structures using
the Treebank.

This paper aims to build an application that exrabe grammatical rules needed to build the compbresponsible for
transferring the surface syntactic structure irdepstructure and vice versa; the so-called TT heockierred to earlierThe
examples used in this paper are derived from tigiEnPenn tree-bank, however, this does not intipdy the process or the
application are only applicable to English; Englisas mainly chosen for the purpose of illustrataomd clarity. Section 2
discusses the design and implementation of applitaind the design of the data selected for thdicgipn. Section 3
discusses how the output of this application fitdw the other modules in the UNLdev environmeistcdsses the challenges.
Section 4 evaluates the results of the generatddiaalyzed sentences. And finally section 5 isreclusion and a survey of the
future work.

2 AUTOMATIC UNL GRAMMAR EXTRACTOR

An application was built to automatically extrack fules for both the analysis and generation prgeE®dts main objective is to
allow UNL grammar developers to establish a morgigoal and authentic grammar by means of masanadyaed data that
cover the main syntactic structures of a language.

2.1 CORPUSCOMPILATION

The Treebank or the parsed corpus is a text aratbteith syntactic structure commonly represented T@®EE STRUCTURE
Treebanks can beNNOTATED manually or semi-automatically. Examples of thaikable treebanks are theJBTREEBANK, the
Penn Treebank and theJQANIC ARABIC DEPENDENCYTREEBANK....... etc.

The corpus used in the development of our apptinais derived from the English Penn Treebank. ThgliEh Penn

Treebank annotates phrase structries example, the syntactic analysis for ‘peterds Mary’ following the BNN TREEBANK
notation, is shown in figure 1 and may be reprieskhy labeled brackets as shown in figure 2.

@ CVPD
@@
@

Figure (1) Penn treebank analysis fpeter loves Mary

(S (NP-(NNP Peter))
(VP(VPZ loves)
(NP - NNP Peter))))

Figure (2): Penn treebank analysis fpeter loves Mary

120 structures have been chosen from the Penn dmkeb constitute the data that will be used indbeelopment of
our application. These structures are divided irt8 full sentences and 10 phrases. The phraseslacloun phrases (NPs),
verb phrases (VPs) and adverbial phrase (APs)fdllvaving are five types of noun phrases

! A bank of texts that are annotated syntactically and are commonly represented as tree structures; hence the name Treebank.
’more information about the Penn Treebank can be found at http://www.cis.upenn.edu/~treebank/




Proper nouns
Pronouns

Det + noun

Det + adj + noun

Det + adj + adj + noun

ik wnpe

VPs include verbs in the past tense, Verbs@sqmt tense and auxiliaries + verb. While APs pheladverbs only. The

structures of the 113 sentences are mainly gemkfiam the rules (1), (2), (3) and (4):

1) S >NP+VP

(2) NP-> DET + (Adj) + Noun
(3) VP>V +(NP)+ (AP)

(4) AP- Adverb

Out of these rules, it is possible to genetat® sentences since the structures between braketptional. It is
possible to generate from these rules a numeroosi@nof structures such as in tablel:

Prpoernoun + aux + verb

Pronoun + aux + verb

Det + noun + aux + verb

Det + adj + noun + aux + verb

Det + adj + adj + noun +aux + verb

Prpoernoun + aux + verb + adv

Pronoun + aux + verb + adv

Det + noun + aux + verb + adv

Det + adj + noun + aux + verb + adv

Det + adj + adj + noun +aux + verb + adv
Prpoernoun + aux + verb +Pronoun

Prpoernoun + aux + verb + Det + noun

Prpoernoun + aux + verb +Det + adj + noun
Prpoernoun + aux + verb Det + adj + adj + noun
Prpoernoun + aux + verb +Pronoun + adv
Prpoernoun + aux + verb + Det + noun + adv
Prpoernoun + aux + verb +Det + adj + noun + adv
Prpoernoun + aux + verb Det + adj + adj + nounw ad
Pronoun + aux + verb +Pronoun

Pronoun + aux + verb + Det + noun

Pronoun + aux + verb +Det + adj + noun

Pronoun + aux + verb Det + adj + adj + noun
Pronoun + aux + verb +Pronoun + adv

Pronoun + aux + verb + Det + noun + adv

Pronoun + aux + verb +Det + adj + noun + adv
Pronoun + aux + verb Det + adj + adj + noun + adv
Det + noun + aux + verb +Pronoun

Det + noun + aux + verb + Det + noun

Det + noun + aux + verb +Det + adj + noun

Det + noun + aux + verb Det + adj + adj + noun

Det + noun + aux + verb +Pronoun + adv

Det + noun + aux + verb + Det + noun + adv

Det + noun + aux + verb +Det + adj + noun + adv
Det + noun + aux + verb Det + adj + adj + noun ¥ ad
Det + adj + noun + aux + verb +Pronoun

Det + adj + noun + aux + verb + Det + noun

Det + adj + noun + aux + verb +Det + adj + noun
Det + adj + noun + aux + verb Det + adj + adj +mou
Det + adj + noun + verb + Det + adj + adj + nouadv
Det + adj + adj + noun + verb + Prpoernoun

Det + adj + adj + noun + verb + Pronoun

Det + adj + adj + noun + verb + Det + noun

Det + adj + adj + noun + verb + Det + adj + noun
Det + adj + adj + noun + verb + Det + adj + adjoun

Det + adj + noun + aux + verb +Pronoun + ADV

Det + adj + noun + aux + verb + Det + noun + ADV
Det + adj + noun + aux + verb +Det + adj + nounB\A
Det + adj + noun + aux + verb Det + adj + adj + meuADV
Det + adj + adj + noun + aux + verb +Pronoun

Det + adj + adj + noun + aux + verb + Det + noun

Det + adj + adj + noun + aux + verb +Det + adj tmo
Det + adj + adj + noun + aux + verb Det + adj +-adioun
Det + adj + adj + noun + aux + verb +Pronoun + ADV
Det + adj + adj + noun + aux + verb + Det + nouABDV
Det + adj + adj + noun + aux + verb +Det + adj tm& ADV
Det + adj + adj + noun + aux + verb Det + adj +-adjoun +
ADV

Prpoernoun + verb

Pronoun + verb

Det + noun + verb

Det + adj + noun + verb

Det + adj + adj + noun + verb

Prpoernoun + verb

Pronoun + verb + adverb

Det + noun + verb +adverb

Det + adj + noun + verb +adverb

Det + adj + adj + noun + verb +adverb

Prpoernoun + aux + verb +adverb

Pronoun + aux + verb + adverb

Det + noun + aux + verb +adverb

Prpoernoun + verb + Prpoernoun

Prpoernoun + verb + Pronoun

Prpoernoun + verb + Det + noun

Prpoernoun + verb + Det + adj + noun

Prpoernoun + verb + Det + adj + adj + noun
Prpoernoun + verb + Prpoernoun + adv

Prpoernoun + verb + Pronoun+ adv

Prpoernoun + verb + Det + noun+ adv

Prpoernoun + verb + Det + adj + noun + adv
Prpoernoun + verb + Det + adj + adj + noun + adv
Pronoun + verb + Prpoernoun

Pronoun + verb + Pronoun

Pronoun + verb + Det + noun

Pronoun + verb + Det + adj + noun

Pronoun + verb + Det + adj + adj + noun

Pronoun + verb + Prpoernoun + adv

Pronoun + verb + Pronoun+ adv

Pronoun + verb + Det + noun+ adv




Det + adj + adj + noun + verb + Prpoernoun + adv Pronoun + verb + Det + adj + noun + adv

Det + adj + adj + noun + verb + Pronoun+ adv Pronoun + verb + Det + adj + adj + noun + adv
Det + adj + adj + noun + verb + Det + noun+ adv Det + noun + verb + Prpoernoun

Det + adj + adj + noun + verb + Det + adj + nouady Det + noun + verb + Pronoun

Det + adj + adj + noun + verb + Det + adj + adjoun + adv| Det + noun + verb + Det + noun

Det + adj + noun + verb + Prpoernoun Det + noun + verb + Det + adj + noun

Det + adj + noun + verb + Pronoun Det + noun + verb + Det + adj + adj + noun
Det + adj + noun + verb + Det + noun Det + noun + verb + Prpoernoun + adv

Det + adj + noun + verb + Det + adj + noun Det + noun + verb + Pronoun+ adv

Det + adj + noun + verb + Det + adj + adj + noun Det + noun + verb + Det + noun+ adv

Det + adj + noun + verb + Prpoernoun + adv Det + noun + verb + Det + adj + noun + adv
Det + adj + noun + verb + Pronoun+ adv Det + noun + verb + Det + adj + adj + noun + adv
Det + adj + noun + verb + Det + noun+ adv

Det + adj + noun + verb + Det + adj + noun + adv

Table (1): The structures can be generated froesrdl), (2), (3) and (4)

2.2 DEEP-STRUCTURERULE EXTRACTOR

The main objective of this application is to all&WNL grammar developers to establish a more empidod authentic
grammar. This can be achieved by means of massiatyzed data that cover the syntactic structurea tdnguage. The
application is designed to be flexible and intakacfor the grammar developer. Firstly, the useruith determine the kind of
structure to be handled; whether a full sentenca @grtain phrase. The user has to select whdtberetjuired rules are for the
generation process or the analysis process, sihael&s are not the same in both processes.

After selecting the structure to be dealt with, dpplication reaches the processing phase whicbnigposed of two levels;
the phrase level and the sentence level; accotdittge structure of the input, the engine will diecivhich level is suitable. For
each level there is a set of conditions and datssibat will be discussed later in sub section Rigure (3) is a simple diagram
that illustrates how the input is processed in betels.

PSG Tree from Penn Tree
bank
-

—
| Phrase level
e A — Processing
Tree bank analysis ¢ _’| Sentence level
Tree-to- Tree Mapping into
rules X-bar trees

Figure (3): a simple diagram for algorith of thebgation

After the grammar developer selects the structorda processed, the next step is for the engindetermine the
corresponding phrase structure; in other wordsafigication would search its memory for the PS@Gcstire most appropriate
to this sentence according to Penn Treebank asalyis task would be done with the help of a diwdiry that contains words
and their part of speech. The processing phadéviseld be accomplished according to the typehaf structure; whether the
input is a phrase or a full sentence. As mentidnefdre, the main role of tree-to-tree rules is ¢farming the deep syntactic
structure into a surface syntactic structure adogrdo the principles of X-bar theory as the addptheory in the UNL
framework. Thus, there must be an intermediate eohmefore extracting TT rules from the annotatedtesa® since the
annotated sentences are parsed according to Pdtrasture Grammar Structure PSG grammar. Thisrrediate process will
map the annotated input of the Penn Treebank fr8@ Bnalysis to X-bar. This mapping is a challendask since it is not
one-to-one mapping process. The challenges opttase will be discussed latter in sub section 2.3.

Our application depends mainly on a set of situatiand decisions; in other words, it makes a speid#cision to convert
a branch of the PSG analysis into X-bar analysism@ing to the set of conditions present. As memibbefore, mapping from
PSG to X-bar is not one-to-one; you cannot simplyvert the branch named NP in PSG into a brancteday in X-bar.

To demonstrate this, we are going to take the seatéshe kicked the ball strongly" as an example previous flowchart
in figure (3) will explain the steps followed in ping process. Firstly, the PSG input for this sené would be as shown in
figure (4):



(S (NF-SBJ She (VPkicked (NP the ball)(ADV-MNR strongly))
Figure (4): The Penn treebank analysis for "shkddahe ball strongly"

Now we have four situations and four decisions ediogly as illustrated in figures (5), (6), (7),)(&he first decision has
to do with the branch named "(S (NP... (VP... "shswn in figure (4). If a sentence consists ofoamphrase and a verb
phrase, then, it begins with (S(NP... (VP... in P8falysis which should be converted initially t&>(RP" and "VP" as shown

in figure (5) for decision 1. The type of the pled®P" will not be defined here since it will defth later when more
information is available.

VP | ADVP

strongly
NP

NP

T

2P

VP

the ball

Figure (5): situation 1 and decision 1

The second situation faced here is the existentieeoverb phrase and adverb phrasgWwr"... (ADVP...". As shown in
PSG analysis in figure (6), the VP and the ADVPssters from the same mother node S. Howeverdardo convert it to X-
bar, the decision was to make the ADVP an adjurattwould be a sister node to the V bar not the VP.

k]
5 /"\i
NP 177 WVPT T T AGVPT — | NP VP
1 /\ 1
She : sgrong 1 ap
kicked _ _ NP___ |
the ball v NP

Figure (6): situation 2 and decision 2

The third situation has to do with the inflectiomabrpheme attached to the verb "kick". Accordinghte dictionary,

the verb "kick" is a regular verb in the past tenBeis would define the "?P" as being inflectiopalrase "IP" as shown in
figure (7).

i /ll;\
NP 1B
NP VP ADVP
' /\

She r =% - strongly INFL L/VK

I kicked | NP past

L - : ‘: B AP

the ball
v NP

Figure (7) situation 3 and decision 3

Finally, the last decision will be devoted to plabe terminal nodes "she — kick - the - ball - stly" in their slots as
shown in figure (8).

/IP\
5 TP B
/R INF‘L/\

NP VP ADVP e past S
- = ~ _ B AP
:_ §h£ : — —[1\ |_S Lcig_y_l /\A strongly

:_I-ucl-cedI NP v /NP\A
N kick
:' the ball1 the NB
_____ N
ball

Figure (8) situation 4 and decision 4



Hence, the final X-bar tree corresponding to th&R®e (S (NP-SBJ She) (VPkicked (NP the ball)(ADVP-MNRosigly)))” would
be represented as: "IP (NP-she IB(INFL-past VP(VE&{tk ;NP(DET the NB(N-ball)))AP-strongly)))", androm this
representation the TT rules would be extracted&ih analysis or generation.

2.3 REMARKS ON MAPPING FROM PHRASE STRUCTURE GRAMMAR TO X-BAR

The X-bar theory is discussed in almost all modestibooks of syntax, and it is assumed as a thebiighrase Structure
Grammar. PSG does not have intermediate categshieh are larger than a word but smaller than agdarSuch a category is
needed because there are such units that couldenolassified neither as a phrase nor as a cateBatyPhrase Structural
Grammar treats such unit in the same manner isteeaategory The X-bar abstract schema is illustrated in #g(®):

XP
[\
spec XB
/\
XB adjt
[\
X conp

Figure (9): the schema of X bar theory

In figure (9), X is the head of the whole syntadtiucture; it is derived (or projected) out ofTihe letter X is used to as an
arbitrary lexical category. When analyzing a spedcifterance, specific categories are assignediten® may become an N for
noun, a V for verb, an J for adjective, or a Pdoeposition. The “comp” stands for complement &rid &n internal argument
which is necessary to the head to complete its imgafhe “adjt” stands for adjunct; it is a wordirpse or clause which
modifies the head but which is not syntacticallguieed by it. Finally, the “spec” stands for spemifand it is an external
argument which qualifies (determines) the head.(Xiar) is the general name for any of the interiatedprojections derived
from X. XP (X-bar-bar, X-double-bar, X-phrase) lietmaximal projection of X.

As mentioned before, X-bar theory is assumed ta wory of PSG, however, mapping from PSG to Xaalysis is not
a direct endeavor. In contrast with X-bar syntakraBe Structure rules cannot distinguish betweements that are
subcategorized by the head and those that arenaptiéor example, in the sentence “A student ofspsywith a long hair”, it
is not possible to determine if the prepositionagse “of physics” is a complement of the headdsiit" or an adjunct that is
optional. However, in X-bar theory, the complementa sister of the head, and the constituent forimgd head and its
complement are labeled as units named XB (X-bas)skhown in figure (10), in PSG analysis, the tweppssitional phrases
both originate from the same node NP; on the dtlaed, in figure (11), according to X-bar analy$iee prepositional phrase
"of physics" is a sister node of the head andsis@mplement, and the prepositional phrase "witlg lloair" originates from the

node NP since it is an optional adjunct.

NP

/\‘\“-.

DET NB

. N

PP

NB
D N P P /\ N
With long
A sludent stugent = hair

of physics ~ With long hair

Figure (10) representatiéthe structure using PSG Figure (Epresentation of the structure using X-bar

Another note on PSG analysis is regarding the §pesi Specifiers in PSG are still part of the ddanent XP. X-bar
specifiers are also XPs; however, the specifietaigghter to the XP and sister to the XB. Referbagk to figures (10) and
figure (11), the specifier "a" in PSG analysis idaughter of the NP but is a sister to N, PP andlPKX-bar analysis, the

specifier is a daughter of NP and a sister to NB.

3 http://epistemic-forms.com/ps-xbar.html



The final note regarding X-bar theory is the adjanédjuncts can be sisters to XB and daughtepsBoPSG lacks the
concept of distinguishing adjuncts. As shown inufeggs 4 and 5, the prepositional phrase "with loaig"hs well defined in X-
bar analysis since it is the sister of the NB dradaughter of another NB. In contrast to PSGptheosition phrase originates
directly from the NP.

All the previous observations make the task of pivagpa whole analysis from PSG to X-bar quite @vading. The
grammar developer should be fully aware of the eptsof specifiers, complements and adjuncts textent that he/she is
able to determine whether a certain unit is a cempht or an adjunct even if two units are fromgame category "PP" and
originate from the same mother "NP".

3 TESTING THE APPLICATION

The main goal of this application is to provideet ef automatically generated rules that would ttane the Tree-to-Tree
module which is the most important module in thelUjfammar. This experiment was conducted on Englslthe source
language. The sample of sentences was selectedtiminglish Penn Tree Bank versioft #s mentioned in sub section 2.1.
The collected sample was chosen to represent eramoplphrases and complete sentences. In ordesttdhe validity of this
application, the generated rules (both for genemasind analysis process) were supposed to be infuthe UNLdev. We
must indicate here that special care have beem tikenake sure the automatically extracted rulesirathe same format as
those already within the UNLdev to ensure homoggn&he UNLdev is a web-based integrated developraewironment for
creating and editing dictionary entries and grammégs in order to be used in natural language gmsiag applications. The
generation rules were added to EUGENE; the engispansible for producing natural language textsobWNL documents,
while analysis rules were added to IAN; the engiesponsible for producing that produces UNL docusi@ut of natural
language texts. The generated rules are importiedtie UNLdev environment and saved in a sepasatefile in UTF8
encoding. The user can then upload the importezs rinto EUGENE if they are generation rules, or liAithey were analysis
rules.

We will now show the testing of a sample of the egation TT rules that were extracted automaticaltyl uploaded into
EUGENE. Figure (12) shows a screen shoot of EUGENEre a group of rules named "Testing Generatioa$ wreated.
Within this group there are five rule-sets; NN, NI, TL and LL. All the rules-set are ready exctdpm TT rule-set, it is still
empty so that the grammar developer can add tleratically extracted TT rules to it. Figure (13psls the same for IAN,
where TT rule-set is still empty so that the analyi§ rules would be added to it.

Welcome | S UbiL Input | B Dictionaries T-Rules: D-Rules | & EUGENE Compare Go to LAN

n | Rdesting [=] & x
Compiled 1z @ B | ™ G Y entrie: 0 =l
¢ B 7 Actin . b |
1 @ & W ot (NOU, Seniry , %01 ; HOU, %02) := NS(+NOU , +@entry, oL
& Databasa oy o W OB (VER, @antry , %01 ; %02) 1= VO(%OI
B » 5y 5 W ob) (¥
T T UYL —
™ g B0j (%01 , VER ; %02 , Qent
136 eoties lopded - & s W - :
[ L 5 W aaj (AD] , I ; 2 , Pentry ) im NA( E
I..I Testing Generation # L
7 NN 7 g I = & W and (%01 ; %02, Gentry ) := CP(%02 , +@en
I P W 7 e I " & i 801 (AD], @entry , %01 ; %OZ) 1= MA(%OZ ; +AD0,
I T € [Fen ™~ & W mod (%01, Gentry ; %02) := NA(%02
3T # eng I o s i mod (NOU , @entry , %01 ; NOU , %02 ) 1= NA(#NOU , #Oentry
|"______’_"'_J - & i oot (%601 , Sent = MA(%:01 , +@entry ;

Figure (12) A sample of the grammar in the Eugergre

4Bracketing Guidelines for Treebank Il Style, P@neebank Project.
5 You can reach it at http://www.unlweb.net/wiki/Utiev
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Figure (13): A sample of the grammar in the 1AN i@eg

After preparing these rules-sets in addition toghaper dictionary and the input file to be proeskst is time to test the
validity of the automatically generated TT rulegyufe (14) shows the UNL graph that expressingstrgence: "He killed her
with a knife in the kitchen yesterday" as an exanpl EUGENE, the task is to convert the UNL graghb a natural language
string while IAN is supposed to generate the UNapdr for the sentence.
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ins {201323958:
plc(201323958:
tim{201323958:
agt (201323958:0
{/funl}

[/5]

Figure (14): The UNL graph of the sentence "Heekilher with a knife in the kitchen yesterday"
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The NN and NT rules convert the semantic grapligiuré (14) into five syntactic branches that amresented in the
graph in figure (15):

/A
yesterday

Figure (15) the counterpart syntactic relationthefsemantic relations in figure (14)

The next step is to add the TT rules that wouldanize these branches into the surface syntactictate of the sentence
according to the X-bar principles. Finally, the @hd LL rules would list this tree into a naturahdaage sentence. For the
analysis process, rules will be added to IAN areldteps will be reversed. In the following sectiae, will test the output of
the automatically extracted TT module when beingigimed with four other manually built modules arglng the whole
grammar (composed of five modules altogether) tw@ss a number of sentences and save its outjnat éwvaluated later by
comparing to the output of another grammar in whiltfive modules were built manually.

4 EVALUATION

In the UNL System, the F-measure (or F1-scoreh@smeasure of a grammar's accuracy. F-measureaisunegl by means of
considering both the precision and the recall efglammar to compute the score, according to ttmeuia in figure (16):



F measure = 2 x ( (precision x recall) / (precisiot recall) )

Figure (16) the formula that calculate the F-measur

Precision is the number of correct results divitbgdhe number of all returned results while recalthe number of
correct results divided by the number of resultd 8hould have been returned. The f-measure caalbelated automatically
in the UNLariunf. It is possible to compute the F-measure botfafalysis where the output is a UNL graph, and imegation
where the output is a list of natural language wasl shown in figure (17).

F-Measure @
Generate the F-Measure

Type | UNLizstion (NL to UNL) [=]
o — e

Actual result [0/ "o o (N

Expected result ‘ Browse... |

@

Cancel Submit

Figure (17) A screenshot fé-measure

The result is considered correct when the Levenstistance between the actual result to be exfdeate the
expected result is less than 30% of the length@ftkxpected result. The Levensthein distance isetbfis the minimal number
of characters you have to replace, insert or déteteansform a string (the actual output) intothro one (the expected output).

For this process, two documents are required. Dleerents must be in plain text format (.txt) witf38 encoding.
One document is for the actual result extractedraatically by our application while the other is the result obtained from
the manually built grammar in the UNLdev. The attred expected results must be UNL documents i cdsanalysis, or
documents in the same natural language in caserdrgtion and both must not have been post-editezltable in figure (18)
illustrates the F-measure resulting from compathrgoutput generated from the automatically ex¢dgrammar with that of
the manually built grammar.

F-Measure @

F-measure

1.000

actual.txt

expected txt

=]

|
|
|
| B
|
|
|

1.000

Figure (18) The F-measure comparison result

5 CONCLUSION AND FUTURE WORK

Tree-to-Tree rules are the most complex in UNL greamand represent the core of the transformatitesim UNL either in
generation or analysis. This paper presents a sdrspsed application which automatically extracee-io-tree rules from
syntactically annotated sentences. The processtafotion goes through an intermediate state whie¥eannotated sentences
are converted form PSG analysis into X-bar. After tonversion into X-bar, it is possible to usedktracted rules in IAN or
EUGENE; the analysis and generation engines irJiedev. In the future, the extracted rules can beduin the automatic
updating of grammars.

®http://www.unlweb.net/unlarium/



REFERENCES

[1] Andr'asKornai, Stanford University. The x-bdwebry of phrase structure. Hungarian Academy oér8ms, Geoffrey K.
Pullum. University of California, Santa Cruz.

[2] Michelle Sheehan. From Phrase Structure Rae&Bar Theory. 18th February 2010

[3] Joybrato Mukherjee, " Corpus linguistics andylish reference grammars”, Justus Liebig Univgrgiessen

Philippe Blache, Marie-Laure Guénot& Tristan vanl&u A corpus-based technique for grammar devetypnmlPL-CNRS,
Université de Provence.

[4] N. Chomsky. “Remarks on Nominalization” In: Riags in English Transformational Grammar. R. Jaceid P.
Rosenbaum (eds.), pp. 184-221. 1970.

[5] Noha Adly, Sameh Alansary, “Evaluation of ArabMachine Translation System based on the Univexsdivorking

Language”, in proceedings of 14th International fmence on Applications of Natural Language to tnfation Systems,
(NLDB 2009), Saarland University, Saarbriicken-Germaune 24 - 26 2009.

[6] R. Martins, and V._ Avetisyan, “Generative aBdumerative_ Lexicons in the UNL Framework”, in geedings of 7th
International Conference on Computer Science aiffidrriration Technologies, (CSIT 2009), 28 Septemb2tGctober, 2009,
Yerevan, Armenia. 2009.

[7] http://mww.unlweb.net/wiki/Grammar_Specs

[8] http://mww.unlweb.net/wiki/Relations

[9] http://epistemic-forms.com/ps-xbar.html

[10] http://mww.unlweb.net/wiki/lUNLdev

[11] http://www.cis.upenn.edu/~treebank/



