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Abstract— The Interlingua-based approach to Machine Translatbn (MT), with all its potentials and merits has beerwidely
regarded as the most appealing approach; yet, veffgw systems have ever been able to achieve its tregiwal prospects. Hence,
this paper examines LILY (Language-to-Interlanguage-o-Language sYstem); an interlingua-based human-aigemultilingual
machine translation web service. It is expected t@rovide end-to-end high-quality translations through semi-automatic
(human-interactive) analysis of the source text it the Universal Networking Language (UNL) and fully-aitomatic generation
from the resulting UNL document into several differat target languages.

1 INTRODUCTION

Language is the principle medium of communicatitintepresents the ideas and expressions of the mumiad.
Currently, more than 5000 languages exist in thedvavhich reflects the scope of the linguistic disigy. Access to
information written in another language is of aajrmterest and the means of sharing informationssclanguages is
translation, therefore creating tools for machimanslation is crucial. The developments that tod&ce in the
Information Communication and Technology (ICT) didlave caused a revolution in the process of madiémslation
[1]. Research efforts have been exerted to exgl@eossibility of automatic translation from ommduage to another.
Nowadays, there are different available tools wiscipport translation of texts into one or more lages. Online
translation is offered by Yahoo and Altavista tlghiBabelfish. Bing Translator of Microsoft and Ggranslate from
Google are tools that are widely used for the tedim by the members of the web community. Firefeses
Greasemonkey application to translate the texthierdanguages. Google Chrome Beta offers traosldtithe accessed
web page is in a language other than the defanfulage. There have been major initiatives fromoueriresearch
organizations and government agencies to devellp for automatic translation of texts in an att¢napachieve wider
outreach and bridge the gap of language diversity [

There are various methodologies for machine tréinslaHowever, the objective has always been taeerthe
meaning of the original text into the translate@.oim general, the process of translation consista/o different levels:
the first one is the metaphrase which means “wordiard” translation, meaning that each word in dhiginal text is
translated into the corresponding one in the tat@dt But the results are not always satisfyingduse the target text
does not always convey the same meaning of theénafigext. The second level is the paraphrasehis level the
translated text carries the gist of the informataéthe source language, it focuses on the measfittge source language
rather than word to word mapping.

In this paper we will present a machine translatystem called LILY (language-to-interlanguagedoguage
system), employing a rule based machine translatiethodology. LILY system can translate from anytipgoating
natural language to another different natural laggu Section 2 will present the different methodme of machine
translation systems. Section 3 will present oujgmiohistory and the interlingua that underliesait¢sion (UNL). Section
4 llustrates the basic components of LILY; the tegss open-source components. First, the languageurces
(dictionaries and grammars). Second, the softwaesl un building and running the system (analysid generation
engines). Each of these components is describedtleaid current state is made clear. Section 5 deeszrthe
computational phase of the system, describing ifferent stages of developing both the analysis gederation
grammars, pointing out the adopted linguistic tige@ection 6 will describe LILY s interface antudtrate how this
system is used. In section 7 LILY s output willdeluated. Finally, section 8 will conclude th@g@a

2 METHODOLOGIES OF MACHINE TRANSLATIONS
There are different methods of machine translatitiotionary based machine translation, knowledgeetiamachine
translation, corpus based machine translation.exbiiased machine translation, example based meatfainslation and
rule base machine translation (RBMT), each wildiseussed briefly in this section below.



A. Dictionary Based Machine Translation (DBMT)

It is considered as the first generation of machiaaslation (from 1940s to mid-1960s). This methieghends on the
words equivalent and it has been very helpful anstating the phrases not the sentences [1]. Thibod based on
dictionary entries, which means that the words wédltranslated as a dictionary does — word by woesdally without

much correlation of meaning between them. Dictigriaokups may be done with or without morphologiaablysis or

lemmatization. This approach to machine translagqrobably the least sophisticated.

B. Knowledge Based Machine Translation (KBMT)

This kind of translation is focused on “conceptXit®n representing a domain. KANT is an exampleibwledge

based machine translation. There are three maimrdalges of this architectural approach: Increasmuliracy of

translation; by allowing the creation of lexiconsdagrammars that can be as simple or as compléxeaapplication

requires, the approach supports a high degreecnfracy in both the source analysis and target g¢inaerphases and
finally the separation of code and knowledge b§2ks

C. Corpus Based Machine Translation (CBMT)

This approach is widely used in MT because of itghtaccuracy level in translation. Corpus based@gh machine
translation systems are divided into three typést ks statistical machine translation (SMT) whiefas introduced in
1949, this method applies a statistical methodaosiate the texts such as n-gram. Second is erdmaged MT which
is based on finding analogues example. This cons@gt proposed by Makoto Nagao in 1981. Third istextnbased
machine translation (CBMT), this method requireseatensive monolingual target text corpus, a fahlnf bilingual
dictionary and monolingual source text corpus [1].

D. Rule Based Machine Translation (RBMT)

In this methodology the linguistic rules are budthandle the morphological, syntactic and semaugicavior of the
source and target language. Rule based machireatian can deal with different linguistic phenoraeAn example of
RBMT system is Anglabharati; this system transldtesn English to Hindi and other Indian languagé$. [This
methodology has several approaches such as the djgproach; words of the source language arelatadswithout
passing through an intermediary representatiomstea approach; in which the source language isstoamed to an
intermediary representation but this representasiarsually language dependent, and Interlinguacamt; in which the
source language is transformed to an intermedérguage independent from any other natural langtregethe target
language is generated from this intermediary lagguiterlingua belongs to the third generatiomathine translation,
aiming to create linguistic homogeneity acrossgiobe.

LILY system which we will be presenting in this pags an implementation of this approach. The mtdiary
representation in this system is called Universaiwdrking Language (UNL) which is composed of Unsat Words
(UWSs), Relations and Attributes. UWSs constitute ¥heabulary of the interlingua, however, they ateels that stand for
abstract language-independent units of knowledgec@pts) belonging to any of the open lexical aatieg (nouns,
verbs, adjectives or adverbs). They are represdnteiunique 1D number. Relations and Attributestiee other hand,
represent the interlingua’s syntax. Relations standhe links between the UWSs in a given sentesceh as agt (the
agent of action), obj (the object of the action)c.étttributes modify the network even more by eringdsubjective or
contextual information, examples are the attri{@essarcastic) and the attribute (@exclamation) [3].

There are two different distinct processes in LILdhalysis and generation. Analysis involves UNLdgithe
incoming natural language text into the intermediag¢presentation (UNL expression)[4],[5]. Generatiavolves
Nlizing the intermediate representation into theure language [6].

3  PROJECT HISTORY AND CURRENT STATUS

LILY is an interlingua-based human-aided multiliajmachine translation web service. The systemmeg@2009 and
became fully operational in 2013. LILY system waveloped through two phases. The first phase ieducdhnslating
600 Arabic sentences and that was LILY version L The second phase included translating 10,00@eseas
representing 5,000 Arabic syntactic structures thiedresults were translated sentences of greaityjuhls was LILY
version 2. LILY is a rule based machine translatsyatem; Arabic linguistic resources were develojpeBibliotheca
Alexandrina to analyze the Arabic language to ti@ms it into an intermediary language (UNL) andoals generate the
Arabic language from the UNL intermediate represton.

UNL which is an artificial language developed fasngouters attempting to replicate the functions afural
languages in communication, this language is tlierlingua employed here. The UNL project has beggirally
proposed in 1996. The responsible organizatiomésUniversal Networking Digital Language (UNDL) Falatiortin
Geneva, Switzerland [3], [8], [9], [10] and [11].

! The official website of the foundations is avaltahthttp://www.undl.org



UNL is capable of representing the meaning of thetent of natural language texts in an abstracteugal format
that is not influenced by the formalities of eithiee source or target languages. UNL aims ultingadielllowing people
to generate, and have access to, information aadlkdge, in their own native language by breakiogia the language
barriers that exclude the majority of people froaming access to information in their native larggia

As well as being able to fulfill the interlinguapectations, LILY has also combined the advantadehki® classic
approach with the new trend in machine translatitmt is being an open-source software. Becauséso¥ast
advantages, opportunities and potentials [12], mdiysystems are considering following this trendrbgdering their
resources and software as open source. A rule-basetline translation system is open source onlynwhe source
code of its engines and tools are distributed aleitg the linguistic data of the translation pains.addition, tools to
maintain and develop the linguistic resources s tiiey can be used with the engines should alstigtebuted [12].
LILY fulfills all of the above criteria and, hencean be positively considered an open-source Miesysmoreover, not
only are its components open-source, they arefedgo As mentioned before in section 2, in LILY MiTsystem there
are two processes; generation and analysis. Inr da@erform these processes the system dependanguage
resources and tools which will be described initieta the next section.

4  THE BASIC COMPONENTS OF LILY MT SYSTEM

Two main components taking part in achieving thalgsis and generation processes in LILY MT systanguage
resources and tools. The language resources aetoged for each participant language. On the dtlaed, tools and
engines are the same for all languages. They a@ ts manage the linguistic resources and werelajgse by the
UNDL foundation in cooperation with Bibliotheca Akndrina. Fortunately, components of the UNL system free
and open-source. These components will be discussedre detail in the following sub-sections.

A. Language Resources

The UNL System comprises two different types oblaage resources: dictionaries and grammars. Tlesseinces are
developed and available at the 1™

The UNL system employs a sole tagset in definingha language resources used within the UNL fraor&wA
tagset should describe the linguistic phenomenéiat in a natural language, however, this may eaastically from
one language to another depending on the naturehendtructure of the language. Therefore, UNL wsemiversal
tagset capable of describing the linguistic phenmaresent in all natural languages, even if sohtkese phenomena
were peculiar to only a handful of languages. Thisrucial for generation grammars in handling soakes, and, thus,
ensures adequate translatability between all paatit languages. In addition, it facilitates undeemging and exchanging
the available language resources (dictionariesngrar rules...etc.) across the various UNL languageecs. Several of
the linguistic constants used in the UNL tagsetehalveady been proposed to the Data Category RediSO 12620),
and represent widely acknowledged linguistic cotxep the tagset is available at
http://www.unlweb.net/wiki/index.php/Tagset.

1) Dictionaries

Each language center is responsible for compilis@malysis and generation dictionaries accordintpe specifications
of the UNL tagset. The UNL framework distinguishestween generation dictionaries (UNL-NL) and analys
dictionaries (NL-UNL) [13]. However, both are biginal dictionaries where lexical items of a givertunal language are
matched with their corresponding abstract Univevgalds (UWSs). The difference lies in that genematiictionaries are
lexeme-based; the target language word is storeal liase form, along with inflectional rules thah ggenerate the
different word forms of that lexical item. This ssvthe compilation and processing time and alsatitates less of a
burden on the system’s resources. On the other, lzavadlysis dictionaries contain all the word forofie certain lexical
item since it would be quite difficult and time-@ming to predict the base form of the incomingrsedanguage word
forms. Both dictionaries follow the format showrfigure 1:

[NLW] {ID} “UW’ (ATTR,...) <FLG,

Figure 1: The general syntax of UNL-NL and NL-UNL dctionary entries

Where: NLW is the lexical item of the natural laage. It can be a multiword expression, a compoarsiimple word, a
non-motivated linguistic entity, or a regular exgsien.
UW is the abstract concept representing the nakamgluage word.

2 The main development environment of UNittp://www.unlweb.net/unlarium/




ATTR is the list of features of the NLW, these aet according to the UNL tagset. It also includesitflectional rules
in the generation dictionary.

FLG is the three-character language code accotdif§O 639-3.

FRE is the frequency of NLW in natural texts. Itused in natural language analysis (the analysithefsource
language).

PRI is the priority of the NLW. It is used in naalitanguage generation (the generation of the tdagguage). Figures 2
and 3 show examples from the Arabic analysis ametiggion dictionaries, respectively.

‘ [<5] {} "201009240" (POS= VER PRS=(FRS&IPS&MCL&ACY:="5":"1"),(go{ VERNOU):=V A% 01:;PC(“02%;:"S"));)) ara,0,0=;

Figure 2: The entry for the Arabic verb "J&" ‘say’ in the UNL-Arabic generation dictionary

[25] {} "201009240" (POS= VER, ASP=PFV) =ara,0,0=;
[“#] {3 "201009240" (POS= VER, ASP=PFV) =ara,0,l=;
[&] {} "201009240" (POS= VER, ASP=FFV) =ara,0,0=;

[] {3 201009240 (POS= VER, ASP=PFV) <ara,0,0-;

Figure 3: The entries representing the word forms bthe Arabic verb "J&" ‘say’ in the Arabic-UNL analysis dictionary

Currently, 17 participant institutions are compilithe analysis and generation dictionaries of thaiguages. All
current dictionaries are available in the UR" environment. Logged in users can browse the diaties, view their
current state of development, statistics of theimponents, even they can download and export aendiotionary. For
more detailed discussion of UNL lexicons see [13].

2) Grammars

Grammar rules are also developed in the 8NLenvironment according to the specifications oftiéL unified tagset.
These rules are responsible for translating UNLresgions into natural language and vice versa. életiey are
generally unidirectional; from the source natueiduage into UNL (UNLization rules) and from UNLanthe target
natural language (NLizationrules).

Rules can be morphological, semantic, syntactionptic or pragmatic. They are divided into two batyipes;
transformation rules and disambiguation rules. $f@mation rules are used to analyze the sourcgukge and
transform it into the intermediary representatiGiN{ representation) and also to generate the targetral language
out of the UNL. They consist of seven differentagmf rules (LL, TT, NN, LT, TL, TN and NT), as icdted below:

LL- List Processing (List-to-List)

LT - Surface-Structure Formation (List-to-Tree)
TT - Syntactic Processing (Tree-to-Tree)

TN - Deep-Structure Formation (Tree-to-Network)
NN - Semantic Processing (Network-to-Network)
NT - Deep-Structure Formation (network-to-tree)
TT - Syntactic Processing (tree-to-tree)

The transformation should be carried out progredgjv.e., through a transitional data structuhe: tree, which could be
used as an interface between lists and networksh®nther hand, disambiguation rules (D-rules)cagronal and they
are used to restrict the applicability of transfatibn rules by assigning priorities. They are usegrevent wrong
lexical choices, to prompt best matches or to chieekconsistency of the graphs, trees and listsafbbiguation rules
are divided into three types; network disambiguatiges, tree disambiguation rules and list disgudiion rules.
Similar to the dictionary, 17 participating institns are working on the development of their asialyand generation
grammars. All current grammars are available fawsing, downloading and exporting in the UN™ with statistics
about the components of the grammar of each lamguag

B. Tools and Engines

Two processes are required in order to perfornirtmeslation. First is the analysis process, in White natural language
texts are translated into UNL using a speciallyigleed engine called The Interactive ANalyzer (IAM}ich is a natural
language text analysis engine. It is the same Hllolaaguages, it simply employs the grammar rulise, NL-UNL
dictionary of the source language to analyze tpetiand generate its corresponding UNL expressibioperates semi-
automatically; word sense disambiguation is stliried out by a language specialist, neverthetbgssystem can filter
the candidates using an optional set of disambigatules. Syntactic processing, on the other hasmdaarried out
automatically using the natural language analyssgngnar. IAN is also available as free and as ojpemeg software.
Second is the generation process, in which the WXpression is translated back into natural languagjeg the
generation engine the dEep-to-sUrface natural lagguGENErator engine (EUGENE). Similar to the UNitian



engine, EUGENE is language-independent, it simglysithe target language grammar rules and UNL-MNtiodiary in
order to decode the incoming UNL document and geast in natural language format.

5 COMPUTATIONAL TECHNIQUES

As discussed before LILY application is an intgglia based machine translation system; dependirag dntermediary
language (UNL) to perform the translation procégs.analysis grammar was built to analyze the solanguage with
different linguistic levels to transform it to tlterlingua representation using the analysis alietiy designed for this
task which is mentioned in section 4-A-1. Anotheargmar was built to generate the target languageg uhe
generation dictionary that is designed for thiktd$e linguistic rules handle the morphologicghtsctic and semantic
behavior of the source and target language. Howelere is a stage that is common between the tenmmars that is
responsible for the transformation process baseth@rX- bar theory. The transformation is carried progressively
through a transitional data structure: the treeicivitould be used as an interface between listsrmteorks. The
following subsections A, B and C will discuss thglistic parsing algorithm and the different lesvef the development
of each grammar (analysis and generation).

A. Linguistic Parsing Algorithm

The transformation from the string text to a seneagtaph in LILY MT system is carried out througietX bar theory;
the syntactic module should start drawing the sfitarees for phrases and sentence structuresatBapart of the
corpus, according to the X- bar theory which igaciic implementation of constituency grammarssift method of
sentence analysis that divides the sentence intstitwents, but it states some very specific rditgsdoing so. The
topmost node (S, in the diagram below) is called(XBhrase) and is considered to be the maximgkption of a head
X. This means that the whole process must be utmberdottom-up (from a head to its projectionsjeas of top-down.

The "X" is actually a variable that must be repthbg any of the possible heads: noun (N), verb @djective (J),
adverb (A), etc. In that sense, there is no rea) bR NP's, VP's, JP's, etc. A VP (verbal phrasejhe maximal
projection of a verb (V); a NP (noun phrase) isitieximal projection of a noun (N); and so on. The of the "X" and
therefore "XP" comes from the fact that one of ¢clems of the theory is that all these phrases (X, JP, etc.) share
the same underlying structure. Projections areysvinary, i.e., the tree cannot bring more tham branches at a time
because this is not possible in X-bar. In ordemavoid this, the head may have intermediate praastibefore the
maximal projection. These intermediate projectians called XB (from X-bar), and again must be reptaby the
specific categories of the head (NB is the interiatedprojection of N, VB is the intermediate prdjen of V, etc.). The
X-bar abstract configuration is depicted in thegdéan below:

D,
G B

® Qi

O Comp

Figure 4: The schema of the X-bar theory

In figure 4, X is the head; the nucleus or the seuwf the whole syntactic structure, which is altyuderived (or
projected) out of it. The letter X is used to sfgrén arbitrary lexical category (part of speecihen analyzing a
specific utterance, specific categories are asdigmaus, the X may become an N for noun, a V fabyan J for
adjective, a P for preposition, etc. comp (i.emptement) is an internal argument, i.e., a wordagé or clause which is
necessary to the head to complete its meaning @@gects of transitive verbs), adjt (i.e., adjyrista word, phrase or
clause which modifies the head but which is notagtically required by it (adjuncts are expectedéoextra-nuclear,
i.e., removing an adjunct would leave a grammdticalell-formed sentence), spec (i.e., specifier)ais external
argument, i.e., a word, phrase or clause whichifipgl(determines) the head. XB (X-bar) is the gaheame for any of
the intermediate projections derived from X and (XFbar-bar, X-double-bar, X-phrase) is the maximadjection of X
(http://www.unlweb.net/wiki/X-bar_theory). For aeérer picture of this theory and how it used in ttaesformation
process, it will be applied to the exampls =l s L SEL” in the following two subsections.

B. Developing the Analysis Grammar

This section is concerned with the UNL-ization frofmabic language into interlingua representatioN()l The
analysis grammar for Arabic reference corpora whiohsist of 10.000 Arabic sentences have beendairbailt to
represent the content to the intermediate repraSent (UNL expression). Arabic analysis grammar lcasamon



modules such as; the tokenization and segmentatemiing with polysemous, morphological analysjsitactic analysis
and semantic analysis modules. The following suices will describe each of the common modules.

1) Tokenizing and Segmenting the Input

The tokenization algorithm is based on the entiethe dictionary; the system tries to match thengs of the natural
language input against the entries existing indicdonary. If there are no matches, the stringassidered a temporary
entry (TEMP). The tokenization algorithm startsnfrdeft to right trying to match the longest possitstring with
dictionary entries, and it assigns the feature TBbIBtrings that are not found in the dictionargr Fastance, any URL
such as "www.undlfoundation.org" should be congdess TEMP. The tokenization algorithm blocks thgnsentation
of tokens or sequences of tokens prohibited byndisguation rules which are mentioned in section -2-AThe
disambiguation rules is concerned with the wordnsagtation, For example, D-rules can prevent segngtiie word

" Seale” ‘my capital’ into [TEMP:] + [V e=l] ‘keep silent’ by applying the rule (a), “PNel=] ‘protector’'+ [TEMP
<]+ [PRONg] ‘my’ by applying the rule (b), or [3=l=] ‘disobedient’ + [V ] “by applying the rule (c). Given the fact
that the dictionary includes [\sie<!] ‘keep silent’, [Nw<=le] ‘protector'+ [TEMP <]+ [PRON ¢] ‘my’, [TEMP¢],
[Ju=le] disobedient’ and [\(si]. Alternatively, D-rules select the final segméitta [“sle TEMP] + [PRONy] ‘my’.

(8) (g, mina A 5t ABLK)(V)=0;
(b) (N)(*PUT "ACC,"POD,"BLK,"STAIL)=0;
(¢) (Q)("PUT "BLK,"STAIL)=0;

2) Dealing with Polysemy

One of the most crucial points in any machine tistits system is dealing with polysemy, The phenoanef polysemy
is an immanent feature of natural language andasifested at all language levels. The disambigoatiges in LILY
MT are responsible for assigning the most apprégrimeaning to a polysemous word within a given exmntFor
example, the wordid=1.3" ‘personality’ in “4xasill s 5 8™ power and personality’ should be assigned toléxécal item
referring to the meaning of ‘personality’ not toethmeaning of ‘personal’, relying on the paralletusture of
coordination. However, in handling sentences suchizaw 4alleadl Cela” ‘the processing was fast’, the system will not
be able to predict whether the wofdt=<" ‘processing’ refers to the meaning of ‘processimgfeminine doctor’.

3) Morphological Analysis

Attributes are used to represent information cordelyy natural language grammatical categories (aadlense, mood,
aspect, number, etc.). The set of attributes, whghclaimed to be universal, is defined in the UMNpecs
(http://www.unlweb.net/wiki/Attributes The attributes module can handle determinemaquns, prepositions and verb
forms. It is responsible for substituting certaiards or morphemes with attributes, as in the casgiantity quantifiers

(4 A7, Sl s+ J<, | ete.) which will be deleted from the natural larmgye input text and substituted respectively by

the attributes “@multal, @paucal, @any, @all ..... etiv be assigned to the following word. The persoumber and
gender of the pronoun are also described by UNibates. For example, “@3, @2, @1, @male, @fen@lel,".

4) Syntactic Analysis

The syntactic module in the analysis grammar isdéiy into two phases; the first phase is respoadin the surface
structure formation (List—to-tree rules) and theos&l phase which is responsible for revealing #epdstructure out of
the surface structure (tree-to-tree rules), thegeations below will describe this two phases imardetails.

. Surface-Structure Formation

In this phase, rules are used to parse the tokemigit sentences into a tree structure based barXheory which has
been mentioned in section 5-A. This phase startonyposing small trees for the small phrases irsémence and then
combining these small trees together to form adiidgee. List-to-tree rules are responsible folding the trees for
language structures; ordering of rules is requirates for building noun phrase trees should bv¥ed by rules for
building verb phrase trees. In order to have a cetmmsive idea, let us consider the following exenip« AL &l
Js =" *he meets the deposed president'. In this exartipdeverb Ll ‘meets’ doesn’t express a single concept but in
fact two; the verb itself and the implicit male gdi “s2”. This can be detected from the dictionary whidsctibes the
grammatical attributes of person, gender, numbeh@fubject, voice and tense of the verb. Eacimigpatical attribute
should be transformed to the suitable UNL attritagediscussed in section 4-A-1. Also each word Ishbe assigned to
each suitable concept as shown in figure 5 whithadirst step. Moreover, the pronouns, prepasitind the determiner
assigned with the ID “00” as shown in figure 5.
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302110447 def 110468559 def with || @present male

Figure 5: Each word assigned to its grammatical atibutes and its concept

The list-to-tree rules are responsible for transiog the list structure in figure 5 to a tree stane. In which, small
constituents are combined to gradually form a biggee until the whole sentence is analyzed. Fstaimce, the noun
o))" ‘president’ will be projected to the intermediatenstituent N-bar (NB) as the head of the nouragdr s !
d;)ul\” ‘the deposed president’. The definite articlettheecedes the adjectivel s=<" ‘deposed’; which represents the

agreement between the adjective and its depictedh,nwill be suppressed. The adjectivés =" ‘deposed’ will be
projected to the intermediate constituent J-bar) @8 it is combined with an empty node. Then, thtermediate
constituent (JB) 45.=" ‘deposed’ will be projected to the maximal prdjea “JP’ as it is combined with an empty
specifier and linked to the intermediate constity&B)” )" ‘president’ to form a bigger “NB”. Similarly, thdefinite
article that precedesuis)” ‘president’ will be prOjected to the intermediatenstituent D-bar (DB) which will be
projected to the maX|maI projection “DP” and linkiedthis bigger intermediate constituent “NB” t@ach the maximal
projection “NP”. The pronouns4” ‘he’ will be projected to the maximal projectiSNP” as shown in figure 6.

The NP Us=l i ) ‘the deposed president’ will be linked to the position ‘=" ‘with’ to build the intermediate
constituent “PB” which will be projected to the ni@al projection “PP” as shown in figure 7. Then tRE will be
linked to the V &L ‘meet’ to build the intermediate constituent “VBFinally, the intermediate constituent will be
linked to the “NP™” *he’ to build the maximal projection “VP” as showvin figure 7.

Qe
Qe
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Figure 6: The formation of the surface structure tee Figure 7: Final surface structure tree

IHIECE

e Deep-Structure Formation

The tree-to-tree rules (TT) are used for processiegs. These rules are used for revealing the sieegture out of the
surface structure. To reach this, every maximajegtmn which is not linked with another node wikk suppressed.
Then, the maximal projection “VP” will be de-arlmed into “VB” “Lwi b Sl ‘meet the president’ and “VS”" &l "
‘he meets’. The verb J&Y" ‘meet’ is subcategorized as permitting a preposil phrase headed by-" ‘with’,
accordingly, the preposition phrase will be supgeéslinking the verb to the “NP"J%j=all L ‘the deposed
president’ by the syntactic role “verb compleme@C) as shown in figure 8. The NRJS =l )" ‘the deposed
president’ will be de-arborized linking the noup<,” ‘the president’ and the adjective)=" ‘deposed’ by Noun
Adjunct (NA). Finally, the noun," ‘president’ and the determined” ‘the’ will be linked by Noun Specifier (NS)
as shown in figure 8 which is conS|dered as thetifipr the semantic analysis module.

@™ ® ® ®
O O © O &R
|302110447||110458559|| 03' ||2°2°22977-| 00.@3. |

ef || @present male

Figure 8: The deep structure of s jrall (usi i Al

5) Semantic Analysis

In this module, rules have been built to derive gamantic network from the syntactic graph in feg8t The output of
the tree-to-tree phase will be the input of thisdoie or the tree-to-network phase. The syntactesrehould be mapped
with semantic relations; accordingly the VS will mapped with “agent (agt)”, the VC with “object (Fbthe NA with

“modifier (mod)”. Finally the NS between the noup-f.” ‘president’ and the determined” ‘the’ will be replaced by
the attribute “@def” on the nodes:)” ‘president’ as shown in Figure 9.
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Figure 9: The intermediate representation (UNL Sematic representation)
C. Developing the Generation Grammar

This section is concerned with the NL-ization froime interlingua representation (UNL) into ArabictaBic grammar
has been especially developed to conduct the gime@rocess. The process of generation may be tsegomme extent
as a mirror image of the analysis process. Sintdlathe process of natural language analysis, géngrevell-formed

natural language sentences requires passing thrwsgih of grammar modules which are the lexical pimgpmodule,

semantic-syntactic module, the syntactic moduld,tae morphological generation module.

1) Lexical mapping module

The lexical mapping stage performs the mapping betwhe meaning conveyed by the concepts of tieeniediate
representation (UNL interlingua) and the lexicatnits of the target language through the generatiotiodary
mentioned in section 4-A-1. For example, the coh¢2@2022977’ in figure 9 can be translated inte #rabic verb

“ A& ‘meet’, the concept ‘110468559’ can be translateth the Arabic noun J«)" ‘president’ and the concept
‘302110447 can be translated into the Arabic atiljec*Js =" ‘deposed’. UNL provides a concept for each Arabic
word differentiating between the different sensethe words, an option that helps in overcomingghablem of lexical
ambiguity during the translation process.

2) Semantic-syntactic Module (network-to-tree)

This module is responsible for mapping the semastations to their syntactic equivalents. As aaregle; the semantic
graph generated in figure 9 which represents aalgrbrase that requires mapping rules to map theastc relations

agt, obj and mod to their counterpart syntactiatiehs; Verb specifier (VS), Verb Complement (V@gdaNoun Adjunct

(NA). The generated syntactic relations will beqassed in the following subsections.

3) The Syntactic Module

The syntactic module is responsible for transfogrtime deep syntactic structure into a surface sgiotatructure. The
Syntactic module is divided into two phases; tlem#io-tree phase and the tree-to-list phase. Beettrtree phase is
responsible for gathering individual syntactic tielas and forming higher constituents but the taedést phase is
responsible for linearizing the surface tree stmectinto a list structure, section a and b below @éscribe the two
phases in more detalils.

e The tree-to-tree phase

In the tree-to-tree phase, rules are responsiblbifitdding the surface syntactic structure of thatence by building the
intermediate constituents (XBs) which are combitedorm the maximal projections (XPs) and combiriiedlly to
form the sentence structure. For example, the siioteelations VS, VC, and NA will be combined tarin the maximal
projection VP, the specifier of the verb which B80“.@3.@male” as shown in figure 8 will be projecte the
intermediate projection NB then to the maximal poion NP as shown in figure 10, NA betweens)” ‘president’ and
“Jdsi=a" ‘deposed’ will be projected gradually to the immeediate projection NB, because the words"y” ‘president’
was assigned to the attribute @def (definite)™the’ was attached to the tree to represent thecifier of maximal

projection NPJ s 3=l i 1" 'the deposed president’ according to the schemé&lwdir theory as shown in figure 11.

Figure 10: The maximal projectioffior VS Figure 11: The maximal projectiorfor NA




The preposition &™'with' was inserted to the NP constituent in figurl to constitute the complement of the main verb
“ & ‘meet’ as shown in figure 12. The verb complemeidit in turn be combined with the verk2” ‘meet’ to form

the intermediate projection VBJ% =l (il & the meets the deposed president’ which in turfl bé combined
with an empty adjunct (e) as show in figure 13dmf a larger intermediate constituent VB. Finalhg resulting VB is
combined with the specifier (spec or VS) to build final maximal projection of the phrase VP asaghan figure 13.

Figure 12: The maximal projection for VC Figure 13: The syntactic tree of final VP

e The tree-to-list phase

In the tree-to-list phase, rules are responsibidrémsferring the surface syntactic structure etigst structure and also
adding the required spaces. Moreover, in this stagespecifier of the verb which is the pronous™he’ can be
suppressed because its occurrence is preservhd information stored and assigned to the formhefverb which will
be generated in the morphological generation stage.

4) The Morphological Generation Module

This module is responsible for converting the bitiés represented in the interlingua into the blgtaatural language
words or affixes. For example, the attribute @pnese represented in the Arabic language by eitherpresent male
prefix “s"or the present female prefixZ"but here in our example because this attributasisigned to the verh "
which is related to the male pronoun specifigr’; the system can detect that the correct prefib@ogenerated is the
masculine present prefixs” not “<"and finally the Arabic generated sentence will‘Bg j=all (i b 817,

6 LILY’ SINTERFACE

This section will present LILY's system interfaaiescribing all its contents, explaining how theg aised and the
option it provides. The description will be accomieal by screenshots for more elaborate explanalibe. interface
consists of two textboxes. The one on the lefhésibput textbox; where the source text is entefbe. second one that is
on the right, it is called the output textbox; wiehe target language text will appear. Below thesthoxes there are
two combo boxes; where the user can choose theedamguage from the combo box on the right sidkthe target
language from the combo box on the left side asvaha figure 14. In order to obtain the translatext, the user would
press the “Translate” button placed under the cobdes after inserting the text. Besides, LILY systprovides two
options. The “Fully automatic” option provides theser with the typical translation results, whilee thtHuman
interactive” option allows the user to edit and aé® the intended meaning for each word. Moreovss, gystem
provides the user with a unique option, since thatuser could see the intermediary representatjoclicking on the
blue link that appears below the output textboxslagwn in figure 15. The results will be shown iroter textbox.
Below the output textbox, four icons will appeatiwihe translation results. The first is resporesiol saving the UNL,
the second is responsible for saving the NL, tlrel tls a like icon and finally the fourth is a di& option as shown in
figure 15.



Figure 14: The interface of LILY MT

Disambiguate Words
[he][meets][the][deposed][ president] ‘I
[he][ Jimeets]]

1[the][ J[deposed][
Tlpresident]

English to UNL translation -

Link to show the
UNL

Figure 15: The interface while choosing the Human interactive option which allows the user to interat with the system and disambiguate the
senses, link to appear the UNL and the other fourcbns

7 EVALUATING THE RESULTS

In this paper we have presented LILY system as asyblem capable of translation between naturaluaggs using an
intermediary representation (UNL), we have focusedthe Arabic linguistic resources used for thelymis process
from Arabic to UNL and the generation process fidiML to Arabic. However, the output of the analysiage (UNL
expressions) has been evaluated using a manuaitargieally annotated corpus to determine the quailit the
automatically generated semantic networks. Pretisiod Recall were used as evaluation measuresisierec
measurement of the semantically annotated Aralitesees was 0.984 while recall measurement was 0.98

Likewise, the output of the generation stage; Acapénerated sentences, has been evaluated usiogpasc
manually translated by specialists. Precision awhll measurements were also used in evaluatingutgut of the
generation stage. Precision measurement of the nie@éy annotated Arabic sentences was 0.984 wieleall
measurement was 0.98.



8 CONCLUSION

LILY is an outstanding MT system, to create dynaetgivalence between the translated and origimguage text and
stepping towards achieving the far-fetched dreanctavhputer linguists. In this article, the infrastwre of LILY
interlingua MT system is discussed. The Machinen3laion components involved in LILY, including th@nguage
resources, tools, are presented and they arealdided in an open-source form and for free at wwmlweb.net. As for
the intermediary language (UNL), it promises tofifuhe interlingua potential and make the dreamlariguage-
independent knowledge representation come true.
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